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Introduction
In the WID of [1] Enhanced Industrial Internet of Things (IoT) and ultra-reliable and low latency communication (URLLC) support for NR, the RAN3 related work items are listed as below: 
4. Enhancements for support of time synchronization:

a. RAN impacts of SA2 work on uplink time synchronization for TSN, if any. [RAN2]

b. Propagation delay compensation enhancements (including mobility issues, if any). [RAN2, RAN1, RAN3, RAN4]
5. RAN enhancements based on new QoS related parameters, e.g. survival time, burst spread, decided in SA2. [RAN2, RAN3] 

We will discuss the item 4.b which is about the propagation delay compensation enhancement in this contribution.

2 Discussion

RAN2 and RAN1 already have discussed the Propagation delay compensation on the past meetings.In RAN1 LS [2] on propagation delay compensation enhancements. The use case is identified as below:

Take the following use cases as the representative use cases for further study on propagation delay compensation enhancements in Rel-17. 

	User-specific clock synchronicity accuracy level 
	Number of devices in one Communication group for clock synchronisation
	5GS synchronicity budget requirement (note)
	Service area 
	Scenario

	2
	Up to 300 UEs
	≤900 ns          
	≤ 1000 m x 100 m
	· Control-to-control communication for industrial controller

	4
	Up to 100 UEs
	<1  µs
	< 20 km2
	· Smart Grid: synchronicity between PMUs


RAN2 aslo disussed the use case and scenarios for PDC enhancements in RAN2#111 meeting. And RAN2 get agreemment on the evaluation segment in the 5G system. The agreement for the Propagation delay compensation duscussion as below in [3]:

Agreements

1  RAN2 should consider the following three scenarios, with a focus on Scenario 2 and 3:

•
Scenario 1: In the control-to-control communication use case, where TSC devices behind a target UE are synchronized to any TD, from a GM behind the CN. The 5GS introduced error is caused by the relative time-stamping inaccuracy at the NW-TT and the DS-TTs.

•
Scenario 2: In the control-to-control communication use case, where TSC devices behind a target UE are synchronized to any TD, from a GM behind the UE. The 5GS introduced error is caused by the relative time-stamping inaccuracies at the involved DS-TTs.

•
Scenario 3: In the smart grid use case, where the TSC devices behind a target UE are synchronized to the 5G GM TD. The 5GS introduced error is caused by the synchronization of the 5G clock to the DS-TT. 

2
RAN2 should evaluate the synchronicity budget by dividing the 5GS E2E path into three parts: Network, Device, and Uu interface. Where the Uu interface is understood as the maximum 5GS time synchronization error between the UE and the gNB-DU (i.e. DU-CU interface error is not included)
3  RAN2 assumes the two Uu interfaces in Scenario 2 have the same time synchronization error budget.

4  The Uu interface budget for Scenario 1, 2 and 3 are respectively calculated as following:

•
Scenario 1: Uu budget = 900ns – Device – Network scenario1

•
Scenario 2: Uu budget = (900ns – 2xDevice – 2xNetwork scenario2)/2 (assumption is based on GPTP)

•
Scenario 3: Uu budget = 1000ns – Device – Networkscenario3 (baseline assumption that this is based on GNSS)

5  The Device part time synchronization accuracy budget is assumed to be in the range ±50 to ±100ns, this applies to all three scenarios

6  The error caused by the limited granularity of referenceTimeInfo-r16 IE (±5ns) is to be included in the network part budget, and RAN1 should be informed not to include this error in Uu interface.

7  The Network part time synchronization accuracy budget for Scenario 1, 2, and 3 are assumed to be the following:

•
Scenario 1: ±120 to ±200ns (NetworkScenario1) (assuming 3-5 hops worst case scenario
•
Scenario 2: ±240 to ±400ns (2xNetworkScenario2) (assuming 6-10hops worst case scenario)

•
Scenario 3: ±100ns (NetworkScenario3)

8
Based on Proposal 4, 5, 6 and 7, the per Uu interface time synchronization accuracy for Scenario 1, 2 and 3 are as following:

•
Scenario 1: ±595ns to ±725ns

•
Scenario 2: ±145ns to ±275ns

•
Scenario 3: ±795ns to ±845ns

9
LS to RAN1 providing the scenarios and values.  Indicate to RAN1 that they should aim to meet the most stringest requirements, but a number within the range is also acceptable

10
It is up to RAN1 to decide which PDC options should be supported for Scenario 1, 2 and 3 in Release-17.   

As RAN2 and RAN1 defined the use case and the evalution scenarios, RAN3 should study and discuss the issue based on these assumptions. 

The 5GS E2E path is devided into three parts: Network, Device, and Uu interface. The device part and Uu interface part is out of RAN3 scope. We don’t need to study. And we can just focus on the network part.

Proposal 1: RAN3 should only study the PDC in network part
The RAN2 defined three scenarios figure may be illustated as below. The control-to-contro case is divided into two cases. In the scenario 1, the TSC GM is behind CN. In scenario 2, the TSC GM is behind one device. The smart grid use the 5G GM for time sync.  
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Figure 1: Scenario 1 Control-to-Control GM behind CN And
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Scenario 2 Control-to-Control GM behind UE
Figure 2: Scenario 3 smart grid 
The numbers of invovled network elemets is different in the three defined scemarios. So the the hops from the UE to the GM is different. The time Synchronization accuracy is different. So we should have one assumption on how many hops can be supported within the RAN2 defined budget. 
Proposal 2: RAN3 should define the typical hops for these three scenarios 
In RAN3#102 meeting, RAN3 has discussed the Synchronization accuracy in the LS[4] to RAN2. The conclusion is as below:

Time synchronization accuracy

Regarding the achievable time synchronization accuracy from RAN network perspective, RAN3 considers that the synchronization accuracy between the gNB and TSN master clock can be much less than 1µs.

As an example, RAN3 considered several options for delivery of TSN time information from the synchronization source:

1. Local on-site GNSS receiver as TSN GM clock

2. Local on-site TSN GM clock

3. Remote TSN GM clock entity using cascaded PTP capable transport network connection

The maximum absolute time error (TE) between TSN GM clock and gNB is summarized in the following table:

	Synchronization source
	Synchronization accuracy

	Local on-site GNSS receiver (GPS is TSN GM clock) 
	|TE| = 100 ns absolute, 200ns relative between nodes.

	Local on-site TSN GM clock
	TE is negligible.

	Remote TSN GM clock entity using cascaded PTP capable transport network connections
	|TE| ~N*40ns, where N is number of PTP hops. 


Latency introduced by network interfaces

Regarding the latency introduced by network interfaces, RAN3 understanding is that it depends on the backhaul type and network architecture. RAN3 considers that the latency can be negligible in certain scenarios, e.g. high quality backhaul and/or compact architecture (e.g. UPF collocated or very close to the gNB, no CU/DU split, etc). 

In scenarios where the latency cannot be considered negligible (e.g. between gNB and UPF), further work may be needed.

From above information about synchronization source, we may macth the diffferent RAN2 defined scanrios to the case of different synchronization source.  
	Synchronization source
	Scenarios

	Local on-site GNSS receiver (GPS is TSN GM clock) 
	Scenario 3

	Local on-site TSN GM clock
	Scenario 2

	Remote TSN GM clock entity using cascaded PTP capable transport network connections
	Scenario 1


Base on the mapping list, conssidering the formula which is given by RAN2 and the hops , we can get the value of network part budget. Also the latency introduced by network interfaces should be considered.
Proposal 3: take the mapping list of Synchronization source and Scenarios as assumption for network part budget calculation 

The latency introduced by network interfaces may be negligible in some cases. The example is no CU/DU split, UPF co-locate with gNB etc. in our study , we should cover the CU-DU split case and remote UPF from NG-RAN node. For the connecting CU and DU, the CPRI inteface may be used for transport network. Some factors may impact the gNB synchronization, such as phase noise from transport networks between CU-DU, uncompensated link asymmetry and the end application uncertainty.
Proposal 4: RAN3 should study the latency introduced by network interfaces 
3. Conclusion

In the present contribution we make the following observations and proposal:
Proposal 1: RAN3 should only study the PDC in network part

Proposal 2: RAN3 should define the typical hops for these scenarios 
Proposal 3: take the mapping list of Synchronization source and Scenarios as assumption for network part budget calculation 

Proposal 4: RAN3 should study the latency introduced by network interfaces 
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