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Introduction
At the RAN3#110-e meeting, the following was agreed:
[For intra-Donor case]
Study the packet loss mitigation in intra-donor migration, e.g. further clarify the scenario for packet loss and possible solutions. 
Discuss the avoidance of unnecessary transmissions in intra-donor migration (including the scenario of RLF recovery), with focus on RAN3 impact. 
[For inter-Donor case]
Study the solution for the baseline RLF scenario, where IAB node experiencing RLF can connect only to 1 donor at a time.
This paper proposes a way forward based on the above agreements.
Discussion
The following subsections discuss three approaches to reducing service interruption.
Reduction of service interruption in inter-donor RLF recovery
NOTE: 
· The considerations below refer to IAB nodes unable of establishing simultaneous connectivity to two donors. In our view, for IAB nodes capable of establishing simultaneous connectivity to two donors, traffic redirection via another donor can be applied during RLF recovery, thus avoiding the burden of migration.
· The purpose of the below proposal is to accelerate connection reestablishment, rather than aiding CHO. We acknowledge that CHO for RLF recovery is allowed, but it can only be done when there is in-advance resource reservation at the target, which we consider wasteful. The drawbacks of using CHO for RLF recovery are discussed in our related paper R3-210722.
In case RLF occurs at an IAB node, according to legacy procedures, the IAB node would select another suitable cell and perform an RRC Connection Reestablishment procedure. If the newly selected cell belongs to an IAB node/donor DU controlled by a different CU, such CU would need to retrieve the IAB context, e.g. by fetching the context from the source CU. The new CU would then have to perform admission control, eventually accepting or rejecting the reestablishment request. 
While the above procedure is certainly feasible for ordinary UEs, in the context of IAB node it can be prohibitive. That is because an IAB node may serve directly or indirectly many other IAB nodes and UEs and accommodate traffic carried via several BH channels for the underlying IAB nodes. Besides, the new ancestor nodes of the IAB node (under the new donor CU) also need to be reconfigured. Therefore, the legacy context fetch and the admission control procedure may become prohibitive, both in terms of computational complexity and signalling overhead due to the potentially very large amount of information that needs to be exchanged and processed at the old and the new donor CU. Additionally, in case latency-sensitive traffic is involved in the migration, the legacy procedure is even less suitable.
Observation 1: Legacy RRC reestablishment and context fetch procedures are unsuitable for inter-donor RLF recovery.
In our view, one way to reduce service interruption at inter-donor RLF recovery would be to exchange the above-mentioned device context information between neighbouring donors in advance i.e. any time prior to RLF occurrence. Having in mind that RLFs are expected to be extremely rare events, the in-advance context fetching is not a time-critical operation, as opposed to fetching the contexts after the RLF has occurred. For example, the corresponding procedure may be as shown in Figure 1 below.

 
Figure 1: An example of early context exchange for RLF recovery
[bookmark: _GoBack]The above approach does not require in-advance resource reservation - in-advance resource reservation is an extremely wasteful approach to RLF recovery, having in mind that the occurrences of RLF may be unpredictable and that the resources may be unnecessarily reserved for long periods of time. 
Proposal 1: RAN3 to study the solutions for inter-donor RLF recovery, where resource reservation is not done in advance. 
Avoidance of unnecessary transmissions during intra-donor IAB node migration
NOTE: 
· The discussion below assumes intra-donor IAB node migration, which also includes the RLF recovery scenario, in case IAB nodes are incapable of simultaneous connectivity to two parents. 
· RAN3 has previously agreed to study the mitigation of packet loss and unnecessary transmissions for the intra-donor migration case, but the discussion here is also relevant for the inter-donor migration.
A risk that device migration affects the user plane performance is always present for legacy UEs, and, even more so, for IAB node migration, for at least two reasons:
· IAB migration may include many devices simultaneously. 
· As opposed to legacy CU-DU split, where the packet route between the CU and the UE comprises “only” the F1 and Uu interfaces, the transport “pipe” in IAB is significantly longer, i.e., the path between the CU and the UE may consist of several subsequent wireless backhaul links.
Observation 2: The number of in-flight packets in IAB node migration is likely much larger than the case for legacy UE migration, due to the number of devices involved and the “length” of the transport “pipe”.
Due to the above reasons, the packets that are still in flight over the backhaul links at the time the handover command is processed, may never be correctly received by the intended devices, since these devices might have already migrated. Unless these packets are transmitted again over the new path, they will be lost. This causes wastage of radio resources, as well as processing power at the UEs and IAB nodes.
An example scenario is shown in Figure 2, where IAB3 (herein referred to as the migrating node) and its descendant nodes and UEs are migrating from donor DU1 to donor DU2, both of which are under the same donor CU. At the time instant when IAB3 switches to a new parent under donor DU2 (IAB5), somewhere between CU and IAB2 there may still be in-flight DL packets destined to IAB3, IAB4, UE3, or UE4. At this very moment, there may also be in-flight UL packets from IAB3, IAB4, UE3 or UE4 that have not yet been sent from IAB3 to IAB2. Transmitting this in-flight DL/UL traffic after IAB3 has connected to its new parent (IAB5), is a waste of resources.
[image: ]
Figure 2: An example of handling of in-flight packets during intra-donor IAB node migration
Observation 3: Transmission of DL traffic that has not reached the migrating node or UL traffic that has not reached the old parent of the migrating node before the migrating node has moved to a new parent, is a waste of backhaul resources.
Based on the above, it is necessary to define mechanisms that would enable:
· Handling, at a migrating IAB node and its parent, the packets that have been already transmitted by the source donor-CU to the migrating IAB node (or to any other IAB node or UEs which are served directly or indirectly by such migrating IAB node) and that are currently traversing the source path but have not received by the destination when the HO command is issued from the network.
· Handling, at a migrating IAB node and its parent, the UL packets that are buffered and are waiting to be sent by the migrating IAB node when the HO command is issued from the network.
· Handling the buffered DL data at the ancestor nodes associated with the migrating IAB node, i.e., the DL data buffered at the ancestor nodes that is destined for the migrating IAB node or has to be routed via the migrating IAB node towards its child IAB nodes or served UEs. 
· Handling the UL data pending to be transmitted at the source ancestor nodes and/or parent node that has originated from the migrating IAB node, or any node/UE that is directly/indirectly being served by the migrating IAB node.
Hence, the problem might be twofold in the sense that such packets may never be correctly received by the intended device, leading to packet losses (unless they are transmitted again from the target). Additionally, their transmission may have been in vain since the intended device cannot anyhow correctly receive them, which causes wastage of radio resources, as well as processing power at the UEs and IAB nodes. The same reasoning obviously applies to the UL packets, as well.
Potentially, these issues can be alleviated using the existing tools. For example, the CU may stop DL user plane transmissions until it ensures that all packets going to the migrating IAB node or its descendants have been successfully received. Only after that, the CU could reconfigure and execute the migration. This approach can minimize the number of packets which are lost at the expense of DL user packet plane interruption time. If the CU executes the migration procedure without caring how many packets are not successfully received by the UEs connected to the migrating IAB node and its descendants, then the user plane interruption time is minimized; however, the packet losses can be considerable and, in principle, there may be a user plane interruption time since there will be retransmissions at some point. 
The question is, therefore, how to achieve a balance between the user plane interruption time and the potential packet losses? One possible way to achieve this balance is pre-configuring those nodes which are affected by the migration of an IAB node and executing this configuration at a later point or when indicated by the CU. Then, there would be a need of some in-band or out-of-band signalling that indicates to the affected IAB nodes to execute the configuration. For example, when the CU sends a last packet to a UE connected to the migrating node or one of its descendants, the CU also provides an indication to the donor DU which would add the indication in the BAP header of this packet. The node receiving this indication will apply the new configuration after forwarding the packet to the next node or UE. When the migrating node gets the indication, the node will also apply the configuration previously provided which will result in that it connects to a new parent node and continues the transmissions via the new route. It requires that the node updates the BAP headers of the data which was buffered, but this is a task which the node can do already today from Rel-16. RAN2 left to implementation in Rel-16 how to recover data after an RLF. Thus, it is something 3GPP does not need to specify. 
Proposal 2: To avoid packet losses and, consequently, unnecessary UL/DL transmissions during migration, IAB nodes may be provided with the new configuration/actions which is/are executed when an indication (e.g. via BAP or F1AP) is provided to the IAB nodes.
Conclusion
[bookmark: _In-sequence_SDU_delivery]This paper discusses reduction of service interruption in IAB networks. The following was observed:
Observation 1: Legacy RRC reestablishment and context fetch procedures are unsuitable for inter-donor RLF recovery.
Observation 2: The number of in-flight packets in IAB node migration is likely much larger than the case for legacy UE migration, due to the number of devices involved and the “length” of the transport “pipe”.
Observation 3: Transmission of DL traffic that has not reached the migrating node or UL traffic that has not reached the old parent of the migrating node before the migrating node has moved to a new parent, is a waste of backhaul resources.
Based on the discussion, the following is proposed:
Proposal 1: RAN3 to study the solutions for inter-donor RLF recovery, where resource reservation is not done in advance. 
Proposal 2: To avoid packet losses and, consequently, unnecessary UL/DL transmissions during migration, IAB nodes may be provided with the new configuration/actions which is/are executed when an indication (e.g. via BAP or F1AP) is provided to the IAB nodes.
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