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Introduction

According to the agreement in RAN 3 110-e meeting, regarding inter-donor redundancy, there are several FFS issues left. Besides, how to support BAP routing across the boundary node(s) to the topology that is controlled by the other donor needs to be considered. Specifically, the BAP routing ID or BAP address cross topologies controlled by different donors may collide with each other. 
In this contribution, we first discuss the support of CP/UP separation from RAN3’s perspective, and then analyze the FFS issues in inter-donor redundancy scenario. Finally, we consider the BAP routing ID/BAP address collision issue and give our consideration.
Discussion

CP-UP separation

In R16 IAB, the F1-C traffic can be transferred between IAB-donor and IAB-node via E-UTRA in EN-DC deployment. To enable F1-C traffic transfer over X2 interface, a new X2AP message, i.e. F1-C TRAFFIC TRANSFER message, is introduced. Specifically, for downlink, the IAB donor encapsulates the F1-C packet into a container, and sends the container to MeNB via F1-C TRAFFIC TRANSFER message. Upon reception of the F1-C TRAFFIC TRANSFER message, the MeNB shall deliver the contained F1-C traffic to the IAB-node. For the uplink F1-C packet, upon receiving it from IAB-node, MeNB forwards the contained F1-C packet to IAB donor via F1-C TRAFFIC TRANSFER message. The following protocol stack was approved.


[image: image1]
Fig. 1: Protocol stack for IAB F1-C traffic delivered via the MeNB
Observation 1: A new X2AP message, i.e. F1-C TRAFFIC TRANSFER message, is introduced to enable F1-C traffic transfer over X2 interface.

In R17 IAB, CP/UP separation was discussed and it was agreed that the following two scenarios are supported during RAN 3 110-e meeting:

	- Scenario 1: F1-C uses NR access link via M-NG-RAN node (non-donor node) + F1-U uses backhaul link via S-NG-RAN node (donor node)

- Scenario 2: F1-U uses backhaul link via M-NG-RAN node (donor node) + F1-C uses NR access link via S-NG-RAN node (non-donor node)


Since scenario 1 is very similar to the EN-DC case, we can take a similar way to transmit F1-C traffic over Xn interface, e.g. defining a new XnAP message. To be specific, the IAB node encapsulates the uplink F1-C packet into a container, and sends it to non-donor node via NR RRC message. Then the non-donor node retrieves the container from a NR RRC message, and forwards it to IAB-donor CU-CP via the new XnAP message. For the downlink, IAB donor CU sends F1-C packet to non-donor node via the new XnAP message. After receiving the message, the non-donor node transmits the contained F1-C traffic using NR RRC message to the IAB-MT. 

Proposal 1: For scenario 1, a new XnAP message needs to be introduced to enable F1-C traffic transfer over Xn interface.
In scenario 2, the donor node is MN and non-donor node is SN. And F1-C traffic needs to be transferred between IAB-MT and SN over NR access link. Currently, SRB 3 and split SRB can be established between UE and SN in MR-DC case. Similarly, SRB 3 and split SRB can be setup between IAB-MT and SN as well. In the following, we will analyze F1-C transport over Xn interface considering SRB3 and split SRB is used between the IAB-MT and SN respectively.
Alt1. SRB 3 is used
In this case, the IAB node can encapsulate the uplink F1-C packet into a container, and sends it to non-donor node via NR RRC message over SRB 3. Then the non-donor node retrieves the container from NR RRC message, and forwards the container to IAB-donor CU-CP via Xn interface. For the downlink, IAB donor CU sends F1-C packet to non-donor node via Xn interface. Then non-donor node encapsulates the downlink F1-C container into NR RRC message, and sends the message to IAB-MT over SRB 3. Obviously, the whole processing is almost the same as the F1-C transport in scenario 1 from RAN3’s perspective. And a new XnAP message needs to be introduced to enable F1-C traffic transfer over Xn interface.

Proposal 2: For scenario 2 using SRB 3, a new XnAP message needs to be introduced to enable F1-C traffic transfer over Xn interface.
Alt 2. Split SRB is used
According to 38.423, RRC Transfer procedure can be used to deliver a PDCP-C PDU encapsulating a NR RRC message to the SN that it may then be forwarded to the UE, or from the SN, if it was received from the UE. For example, if the SN receives the RRC Container IE in the Split SRB IE, it shall deliver the contained PDCP-C PDU encapsulating an RRC message to the UE.

If split SRB is used to transfer F1-C packet, for downlink, donor node (MN) firstly encapsulates F1-C packet into NR RRC message, and then delivers the PDCP PDU encapsulating the NR RRC message to non-donor node (SN) via Xn interface. Non-donor node forwards the NR RRC message to UE. For uplink, upon receiving a message from UE via split SRB, non-donor node sends the PDCP PDU to donor node via Xn interface, and then donor retrieves the F1-C packet from the NR RRC message encapsulated in the received PDCP PDU. 
The following table gives part of IEs in RRC TRANSFER message in TS 38.423. Obviously, if using split SRB, the current RRC TRANSFER message can be used for F1-C transport without RAN3 impact.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	reject

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

9.2.3.16
	Allocated at the M-NG-RAN node
	YES
	reject

	S-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

9.2.3.16
	Allocated at the S-NG-RAN node
	YES
	reject

	Split SRB
	
	0..1
	
	
	YES
	reject

	>RRC Container
	O
	
	OCTET STRING
	Contains a PDCP-C PDU encapsulating an RRC message as defined in subclause 6.2.1 of TS 38.331 [10] or TS 36.331 [14] and ciphered with the key of the M-NG-RAN node
	–
	

	>SRB Type
	M
	
	ENUMERATED (srb1, srb2, ...)
	The SRB type to be used
	–
	

	>Delivery Status
	O
	
	9.2.3.45
	DL RRC delivery status of split SRB
	–
	


Observation 2: If split SRB is used in scenario 2, the RRC TRANSFER message can be used for F1-C transport without RAN3 impact.

According to the discussion in last RAN3 meeting, using BH link to transmit F1-C traffic is not precluded, which means the dual-connected IAB-node can use BH link to transfer F1-C traffic as well. Therefore, which link (i.e. access link or BH link) is configured/used for F1-C traffic transfer needs to be studied. During R16 IAB, we discussed which leg is used for F1-C transfer and which node to do the determination in EN-DC scenario. Considering donor-CU should have full control of the IAB network, it was finally agreed that donor-CU decides to only configure LTE leg, or only configure NR leg, or configure both LTE leg and NR leg, for F1-C traffic transfer in EN-DC scenario. Furthermore, when both LTE leg and NR leg are configured, it is up to IAB-node implementation to select a leg for F1-C transfer. Following the principle that donor-CU has full control of IAB network, it is suggested that the donor node to determine which link is used for F1-C traffic transfer in NR-DC scenario. 

Currently, the decision to establish SRB3 is taken by the SN, and MN is not aware of whether SRB 3 is established or not. For CP/UP separation scenario 2, if F1-C transfer over NR access link is only achieved via SRB3, so before configuring IAB-node, donor needs to know whether SRB 3 has been established at non-donor node. To solve this problem, the non-donor node can indicate donor node whether SRB 3 has been established. If SRB 3 is established, donor can configure NR access link for F1-C transport. Otherwise, only BH link is configured to IAB-node for F1-C traffic transfer. 

Observation 3: Currently, the decision to establish SRB3 is taken by the SN in MR-DC, and MN is unaware of the establishment of SRB 3.

Observation 4: In scenario 2, if F1-C transfer over NR access link is only achieved via SRB3, donor needs to know whether SRB 3 has been setup at non-donor node in order to configure NR access link for F1-C transfer. 
Proposal 3: The non-donor node should indicate donor whether SRB 3 has been setup via Xn interface.
Inter-donor redundancy
2.2.1 FFS issues
The following shows the left FFS issues of last RAN3 meeting:
-
FFS on the granularities of the load balancing for F1-U traffic.

-     FFS on granularities for F1-C traffic.

-     As a starting point, the F1 interface of the boundary IAB node and descendant IAB node(s) terminate to the same donor. FFS at which of the two donors these F1 interfaces terminate

FFS on the granularity for F1-U/C traffic
For IAB-node connected with two parent nodes within one donor CU, both paths can be used for data forwarding and the data traffic from different UE DRBs or control signaling could be configured with different routing path. When it comes to inter-CU redundancy, it is natural to support the data forwarding over both paths and enable the routing path selection in the same granularity level. So it is suggested that the granularity of F1-U traffic is per GTP-U tunnel as well in inter-donor redundancy scenario. Regarding F1-C traffic, in R16 IAB, the same type of F1-C traffic (UE-associated F1AP, non-UE-associated F1AP) is configured with the same BH information. That means the same type of F1-C traffic go through the same routing path. Following this principle, it is suggested that the granularity of F1-C traffic in inter-donor redundancy scenario could be per F1-C traffic type, i.e. UE-associated F1AP, or non-UE-associated F1AP.

Proposal 4: The granularity of F1-U traffic is per GTP-U tunnel in inter-donor redundancy scenario.
Observation 5: In R16 IAB, the same type of F1-C traffic (UE-associated F1AP, non-UE-associated F1AP) is configured with the same BH information. 
Proposal 5: The granularity of F1-C traffic should be per F1-C traffic type, i.e. UE-associated F1AP, non-UE-associated F1AP.
FFS on F1 interface termination
As agreed in last RAN3 meeting, as a starting point, the F1 interface of the boundary IAB node and descendant IAB node(s) terminate to the same donor. FFS at which of the two donors these F1 interfaces terminate. Assuming that the boundary IAB node and descendant IAB node(s) terminate to the same donor, the issue is that to which donor the boundary IAB node and descendant IAB node(s) terminate. In the following, we will analyze this issue by taking the IAB topology in Figure 2 as an example.
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Figure 2 Example for IAB topology with two redundant paths
Figure 2 shows an example for an IAB topology. IAB-node 3 is referred to as dual-connecting IAB-node. The path passing through donor-DU 1 is called the first-path. IAB-node 1 is referred to as the first parent-node of IAB-node 3. The path passing through donor-DU 2 is called the second-path. IAB-node 2 is referred to as the second parent-node of IAB-node 3. IAB-node 4-8 are descendant nodes of IAB-node 3. 
At the beginning, IAB-node 3 and its descendant nodes establishes F1 interface with donor CU 1. After the second path in Fig 2 is setup, IAB-node 3 and its descendant IAB-nodes are actually in two topologies controlled by CU 1 and CU 2, respectively. In other words, these IAB-nodes are actually under the control of two CUs. So they have the capability to select any one of them to terminate the F1 interface in principle.   

Observation 6: In inter-donor redundancy scenario, the boundary IAB node and descendant IAB node(s) are actually under the control of two CUs. So they can select any one of them to terminate the F1 interface in principle.
Some companies propose that IAB-node 3 and its descendant IAB-nodes terminates F1 interfaces to CU 2. However, in our opinion, it is better not for IAB-node 3 and its descendant IAB-nodes to migrate their F1 interfaces. Suppose all these IAB-nodes terminate their F1 interfaces with donor CU 2 after adding the second path, all the IAB-DUs need to release F1 connection with CU 1 and setup F1 interface with CU 2. In this case, during the F1 interface migration procedure, the boundary IAB node or descendant IAB node cannot perform UL/DL data forwarding, resulting in serious service interruption. Besides, if IAB-node migrates its F1 interfaces to a new CU, the SCTP associations need to be re-setup with the new CU and the IPsec is also re-established by using, e.g. a different encryption algorithm or a different security key. The in-flight DL packet at upstream nodes along the path 1(red line) may arrive at IAB-node 3 after IAB-node 3 migrates its F1 interface to donor CU 2. Upon receiving such a packet, IAB-node 3 will remove the BAP header and deliver it to upper layer, but the packet may be discarded by upper layer because the upper layer might not be able to decrypt the packet. On the other hand, if F1-C connection needs to be migrated from donor CU1 to donor CU 2, the IAB-DU resource configuration needs to be re-configured by donor CU2. Thus, the corresponding configuration update needs to be performed for all child IAB-MTs and served UEs. Based on the above analysis, it is suggested the boundary IAB node and descendant IAB node(s) still terminate their F1 interfaces to donor CU 1.
Observation 7: If the boundary IAB node and descendant IAB node(s) migrates their F1 interfaces from the first donor CU to the second donor CU, serious service interruption and heavy signaling overhead would be imposed.
Proposal 6:  It is suggested that the boundary IAB node and descendant IAB node(s) still terminate their F1 interfaces to the first donor CU.
2.2.2 BAP routing collision issue
2.2.2.1 Analysis on BAP routing collision
Figure 3 shows an example for an IAB topology. The IAB-node 3 referred to as dual-connecting IAB-node. The path of packets forwarded by donor-DU 1-1 is called the first-path. IAB-node 1 is the first parent-node of IAB-node 3. The path of packets forwarded by donor-DU 2-1 is called the second-path. IAB-node 2 is the second parent-node of IAB-node 3. IAB-node 4 to IAB-node 9 are descendant nodes of IAB-node 3. IAB-node 7 is dual-connected to IAB-node 4 and IAB-node 10. Different from IAB-node 3, it operates in the intra-CU redundancy scenario. The IAB-nodes in orange and pink belong to the topology controlled by donor CU 1, and the IAB-nodes in green and blue belong to the topology controlled by donor CU 2.
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Figure 3 Example for IAB topology
As we know, the routing of an IAB node is always configured by its connected donor CU. For intra-CU topology redundancy, all IAB-nodes are configured by the same donor CU. However, the inter-donor topology redundancy results in that dual-connected IAB node and some descendant IAB-nodes may be configured by different donor nodes. Consequently, BAP routing or BAP address collision may occur. In the following, we will first analyze several typical BAP collision issues and discuss potential solutions. Then a comparison table is given to show the advantages and disadvantages of such solutions.
Scenario 1: BAP address collision between donor-DUs controlled by different donor CUs.

Since BAP address is unique within one CU, it may happen that donor DU 1-1 BAP address conflicts with the BAP address of donor DU 2-1 as shown in Figure 4. If there is no coordination between donor CU 1 and donor CU 2, which means each CU separately configures the routing of the packet transmitted in its own topology (IAB-node 4, IAB-node 6, and IAB-node 9 also belong to donor CU2’s topology because the packet generated or forwarded by them is routed via donor CU 2’s topology.), different packets which should have been routed via different paths may be configured with the same routing ID. For example, there are two DRBs at IAB-node 9, which are configured with the same routing ID, i.e. BAP address 2 and path 1 (the blue line),  before the secondary path is setup for IAB-node 3. Upon determining to setup second path for IAB-node 3, CU 1 migrates one DRB to the second path and sends the info of the DRB to CU 2. If the routing ID of the packet is only determined by donor CU 2, it may be BAP address 2 and path 1 (the green line) as well. So the routing table stored at IAB-node 3 may include 2 rows with the same routing ID but different next-hops. Upon receiving an UL packet with BAP address 2 and path 1, IAB-node 3 cannot determine which parent-node the packet should be delivered to.
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Figure 4 Example for BAP collision issue 1
Scenario 2: The DL packet, which should be forwarded but be delivered to upper layer by IAB-node.

According to 38.340, BAP address is used to identify an IAB node during routing in IAB network. If the destination BAP address of the BAP PDU matches the BAP address of the IAB-node, the IAB-node shall deliver the packet to its upper layer, otherwise, IAB-node will deliver it to next hop node. Since BAP address is unique within CU, it may happen that IAB-node 9’s BAP address allocated by donor CU1 conflicts with the BAP address of IAB-node 2 allocated by donor CU2 as shown in Figure 6. For a DL packet whose destination is IAB-node 9, the BAP address in the header of the DL packet corresponds to IAB-node 9’s BAP address. Since IAB-node 2’s BAP address is the same as IAB-node 9’s, after receiving the DL packet, IAB-node 2 will not forward the packet to IAB-node 3 but deliver it to upper layer. 
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Figure 5 Example for BAP collision issue 2
During the email discussion in last RAN3 meeting, the following 5 solutions are considered.
Solution 1: Non-overlapping BAP address space is allocated to different CUs by OAM.

In this solution, BAP collision will not appear, because the BAP address space stored at different CUs are separated. But this will shorten the available BAP address space of each topology.
Solution 2: CU ID and BAP address are jointly used to identify an IAB-node or a donor-DU, where the CU ID is the identifier of the donor CU.

This solution is scalable and does not shorten the BAP address space within each topology. However, this method will modify the definition of routing ID, which impose specification impact. Besides, it will enlarge the BAP header, and thus impose additional overhead. If using gNB ID as the donor CU ID, since the gNB ID is of variable length, it results in the BAP header is also of variable length. To avoid this, defining a new donor CU ID may be needed.
Solution 3: New BAP address is allocated to the IAB-node or donor-DU after the negotiation of both donor CUs once BAP address collision is detected. 

Negotiation is needed for CU 1 and CU 2. For example, donor-CU 2 provides several candidate BAP addresses for the IAB-node to CU1 via XnAP message. Then CU 1 chooses one BAP address from the candidates and feedbacks the BAP address to CU2. CU 1 sends the updated BAP address to IAB-node.  Besides, this solution is not suitable. Because if the collision occurs to donor-DU, once donor-DU BAP address is modified, BH configuration of plenty of IAB-nodes need to be updated. Modifying BAP address is lack of scalability. If an upstream IAB-node connects to a new CU, the BAP address of some descendant IAB-nodes may be modified again. 
Solution 4: Two BAP addresses are allocated to IAB-node or IAB-donor-DU after the negotiation of both donor CUs once BAP address collision is detected, where one is assigned by CU 1, and the other is assigned by CU 2. 

Negotiation is needed for CU 1 and CU 2. For example, donor-CU 2 needs to know the usage of BAP addresses of CU 1’s topology. The method shortens BAP address space of each topology to some extent. Taking CU 1 topology for an example, the second BAP address of the IAB-node 7 cannot be allocated to a new IAB-node, at least for the IAB-node whose packet is routed via the IAB-node 7. Otherwise, IAB-node 7 delivers the packet, which should have been forwarded to next hop, to its upper layer by mistake. Besides, if several upstream nodes are dual-connected to different donors, the IAB-node may be allocated 3 or more BAP addresses. Obviously, the more the IAB-nodes connecting to different donors, the shorter the BAP address space is.  
Solution 5: Concatenation of two BAP routes, where each BAP route is confined to one topology and uses a topology-specific BAP routing ID. Specifically, a BAP-routing-ID-mapping configuration is provided to the IAB-node 3. Upon receiving a packet, IAB-node 3 checks the BAP-routing-ID-mapping configuration firstly to identify whether the BAP header of the packet needs to be modified. Then it rewrites the routing ID with a new BAP routing ID based on the BAP-routing-ID-mapping configuration. 

This solution will impact specification because BAP re-writing needs to be supported for the IAB-node. It is workable to solve the BAP collision like in scenario 2. Specifically, the BAP address of the packet routed along the second path is the BAP address of IAB-node 3. After receiving such a DL packet, IAB-node 3 rewrites the BAP header according to the BAP-routing-ID-mapping configuration, and thus BAP collision is resolved. However, in scenario 1, as we have supposed, the two DRBs at IAB-node 9 are configured with the same routing ID, i.e. BAP address 2 and path 1. Under this solution, IAB-node 9 still encapsulates the packet belonging to the migrated DRB with the original configured routing ID, that is BAP address 2 and path 1. As a result, the packet routed via donor-DU 1-1 and the packet routed via donor-DU 2-1 are added the same routing ID. Since the BAP header of the packet routed via donor-DU 2-1 needs to be modified at IAB-node 3, the routing ID of such packet must be included in the BAP-routing-ID-mapping configuration. Regarding a packet which should be routed via donor DU 1-1 to CU 1, by convention, IAB-node 3 firstly checks the BAP-routing-ID-mapping configuration upon receiving such a packet, and then would rewrite the BAP header because the routing ID, i.e. BAP address 2 and path 1, is included in the BAP-routing-ID-mapping configuration table. Consequently, the packet should have been sent to IAB-node 1 is sent to IAB-node 2. If IP filtering is enabled, the packet would be discarded when transmitting from donor-DU 2-1 to CU 1 due to the wrong source IP address.
Observation 8: For the concatenation mechanism, upon receiving an UL packet, the boundary IAB-node will check the BAP-routing-ID-mapping configuration in order to judge whether to rewrite the routing ID of the packet.

Observation 9: The UL packets with the same routing ID may be configured to be delivered to different parent-nodes at the boundary IAB-node in the concatenation mechanism. As a result, the boundary IAB-node may wrongly rewrite the BAP header of the packet only on the basis of BAP-routing-ID-mapping configuration.
2.2.2.2 Comparison
	Solution
	Advantages 
	Disadvantages 

	Separate BAP address space by OAM (solution 1)
	No spec impact 
	Shorten the available BAP address space of each topology.

	Global unique identity (donor CU ID + BAP routing ID) (solution 2)
	Scalability


	- Enlarge the BAP header, and thus impose additional overhead.

- if using gNB ID as the donor CU ID, the BAP header may be of variable length due to variable length gNB ID, To avoid this, defining a new donor CU ID may be needed.

	New BAP address of IAB-node or IAB-donor-DU (solution 3)
	No impact on the BAP address space of each topology
	- Negotiation is needed between CU 1 and CU 2.  
- No matter donor DU BAP address or IAB-node BAP address is modified, BH configuration has to be updated for many IAB-nodes and donors.

- Lack of scalability.

	More than one BAP addresses of IAB-node or IAB-donor-DU

(solution 4)
	IAB-node BAP address is separated for different topologies
	- Negotiation is needed between CU 1 and CU 2.  
- The BAP address space of each topology is shorten to some extent. 

	Concatenation

(BAP header rewriting)

(solution 5)
	BH configuration of the descendant IAB-nodes do not need to be changed because of the inter-donor redundancy
	- BAP header rewriting needs to be supported at IAB-node.

- Negotiation is needed between CU 1 and CU 2 to determine the BAP-routing-ID-mapping configuration at the boundary IAB-node.
- The boundary IAB-node may rewrite the BAP header of the packet whose BAP header should not have been changed.


As we can see from the comparison table, except BAP address space separation method, all the methods have spec impact. In solution 1, non-overlapping BAP address space is allocated to different CUs by OAM. Some concerns this method will seriously shorten the BAP address space for each topology. But that's not necessarily true. Because the CUs which are far from each other can use the same BAP address space. So the BAP address space may be only separated to around several sets. For example, the BAP address space is separated into 8 sets. The length of BAP address is 10 bits, which can identity 1024 IAB-nodes or IAB-donor-DUs. If the BAP address space is divided into 8 sets, each set includes about 128 BAP addresses, which can still identify 128 IAB-nodes or IAB-donor-DUs. For solution 4, as we have analyzed above, it also shortens BAP address space of each topology to some extent. Further, negotiation is necessary for CU 1 and CU 2. For the concatenation method, it cannot solve the BAP routing collision issue like issue 1 mentioned above. The Global unique identity scheme enlarges the BAP header, imposing additional overhead. Besides, the CU identity needs further discussion to avoid variable-length BAP header. In our opinion, Solution 1 has the most gain and less pain. Therefore, it is suggested to use the BAP address space separation method to resolve BAP routing/address collision issue.
Proposal 7: It is suggested to use the BAP address space separation method, e.g. non-overlapping BAP address space is allocated to different CUs by OAM, to resolve BAP routing/address collision issue.
Conclusion

In this contribution, we discuss the topology redundancy, and have the following observations and proposals:

Observation 1: A new X2AP message, i.e. F1-C TRAFFIC TRANSFER message, is introduced to enable F1-C traffic transfer over X2 interface.

Observation 2: If split SRB is used in scenario 2, the RRC TRANSFER message can be used for F1-C transport without RAN3 impact.

Observation 3: Currently, the decision to establish SRB3 is taken by the SN in MR-DC, and MN is unaware of the establishment of SRB 3.

Observation 4: In scenario 2, if F1-C transfer over NR access link is only achieved via SRB3, donor needs to know whether SRB 3 has been setup at non-donor node in order to configure NR access link for F1-C transfer. 

Observation 5: In R16 IAB, the same type of F1-C traffic (UE-associated F1AP, non-UE-associated F1AP) is configured with the same BH information. 
Observation 6: In inter-donor redundancy scenario, the boundary IAB node and descendant IAB node(s) are actually under the control of two CUs. So they can select any one of them to terminate the F1 interface in principle.
Observation 7: If the boundary IAB node and descendant IAB node(s) migrates their F1 interfaces from the first donor CU to the second donor CU, serious service interruption and heavy signaling overhead would be imposed.
Observation 8: For the concatenation mechanism, upon receiving an UL packet, the boundary IAB-node will check the BAP-routing-ID-mapping configuration in order to judge whether to rewrite the routing ID of the packet.

Observation 9: The UL packets with the same routing ID may be configured to be delivered to different parent-nodes at the boundary IAB-node in the concatenation mechanism. As a result, the boundary IAB-node may wrongly rewrite the BAP header of the packet only on the basis of BAP-routing-ID-mapping configuration.
Proposal 1: For scenario 1, a new XnAP message needs to be introduced to enable F1-C traffic transfer over Xn interface.
Proposal 2: For scenario 2 using SRB 3, a new XnAP message needs to be introduced to enable F1-C traffic transfer over Xn interface.
Proposal 3: The non-donor node should indicate donor whether SRB 3 has been setup via Xn interface.
Proposal 4: The granularity of F1-U traffic is per GTP-U tunnel in inter-donor redundancy scenario.
Proposal 5: The granularity of F1-C traffic should be per F1-C traffic type, i.e. UE-associated F1AP, non-UE-associated F1AP.
Proposal 6:  It is suggested that the boundary IAB node and descendant IAB node(s) still terminate their F1 interfaces to the first donor CU.
Proposal 7: It is suggested to use the BAP address space separation method, e.g. non-overlapping BAP address space is allocated to different CUs by OAM, to resolve BAP routing/address collision issue.
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