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Introduction

During RAN3#110-e meeting, Mobility Between MBS Supporting Nodes was discussed and the following agreements were reached [1]. 
	For multicast, NR MBS shall provide means for minimization of data loss during mobility

For multicast, in order to allow the UE to detect loss of data or duplication of data, RAN3 shall continue discussing solutions to support alignment of PDCP SNs in between gNBs. 

Xn Handover Request and NG Handover Request message contain MBS context information for the UE.

MBS context information within the UE context shall contain all MBS multicast session information the UE has joined.

The MBS configuration decided at target gNB is sent to the UE via the source gNB (details e.g. RRC container etc. pending RAN2 progress).

RAN3 will work on concepts to enable coordinated assignment of PDCP SNs to MBS user data packets within a gNB and between gNBs (to be coordinated with RAN2 if needed). Details FFS.



In addition, during RAN2#112-e meeting, Mobility with Service continuity was discussed and the following agreements were reached [2].
	R2 aim to support lossless handover for MBS-MBS mobility for service that requires this (TBD which detailed scenario but at least PTP-PTP)

In order to support the lossless handover for 5G MBS services, at least DL PDCP SN synchronization and continuity between the source cell and the target cell should be guaranteed by the network side to realize. The design of specific approach to realize this can be involved with WG RAN3.
From network side, the source gNB may forward the data to the target gNB and the target gNB will deliver the forwarding data. Meanwhile, the SN STATUS TRANSFER should be extended to cover the PDCP SN for MBS data; Then (TBD after or in parallel) the UE receives the MBS in the target cell by the target cell according to target configuration.

=> From UE side, PDCP status report may be supported as well.


In this contribution, we mainly discuss the solutions to support alignment of PDCP SNs between gNBs and provide our proposals.
Discussion

As mentioned in the Rel-17 NR MBS WID [3], the service continuity during mobility is one of the objective for NR MBS, i.e. the MBS reception continues after the UE moves from the source cell to the target cell. 

According to the agreements of RAN3#110-e meeting, it was agreed to support the lossless transmission between MBS supporting nodes with high priority. To be specific, for multicast, NR MBS shall provide means for minimization of data loss during mobility. And in order to allow the UE to detect loss of data or duplication of data, RAN3 shall continue discussing solutions to support alignment of PDCP SNs between gNBs. 

Several potential solutions on aligning PDCP SNs between gNBs are proposed by different companies. All the proposed potential solutions can be divided into the following two categories:
Derivation of PDCP SN based on SN assigned by UPF 
Common PDCP entity among different RAN nodes

In addition, except for the above proposed solutions, another possible solution about “Lossless handover without PDCP SN sync” may also be worth discussing. In this contribution, we will give detailed analyses to those solutions and compare them between each other.
Derivation of PDCP SN based on assigned by UPF

The key point of such mechanism is to rely on an absolute reference or SN assigned by UPF which is above RAN level, to derive the PDCP SN in RAN without peer to peer coordination among RAN nodes as shown in Figure 1. To be specific, the solution includes the following options:
Option 1: All QoS flows associated with a MBS session are mapped to a single MRB [4].  At all concerned gNBs, the PDCP SN of a specific packet follows the N3 GTP-U SN which is allocated per MBS session (i.e. Sequence Number in GTP-U header), therefore the PDCP SN among gNBs will be aligned.

Option 2: Each QoS flow in the MBS session is mapped to a MRB with one-to-one mapping [5]. In this option, the PDCP SN of each MRB follows the per QoS flow SN in the RAN container of the GTP-U extension Header (i.e. DL QFI Sequence Number in NR RAN Container). PDCP SN will then be aligned among the gNBs.
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Figure 1. Two options of derivation of PDCP SN based on SN assigned by UPF (per session or per QoS flow)

Both options above suggest a strict limitation on the mapping rules between QoS flow to MRB. However, as in 5G QoS modeling that has been well established since Rel-15, access network (AN) is the one to allocate/determine the necessary AN resources, i.e., radio bearer that QoS flow can be mapped to. Limiting the mapping rule specifically for NR MBS deviates from a well established principle that is supposed to be followed in later releases.

TS 23.501

The AN binds QoS Flows to AN resources (i.e. Data Radio Bearers of in the case of 3GPP RAN). 

There is no strict 1:1 relation between QoS Flows and AN resources. It is up to the AN to establish the necessary AN resources that QoS Flows can be mapped to, and to release them.
There are other issues as well, for example, the usage of SN in GTP-U PDUs is only temporal (for data forwarding when relaying G-PDUs is needed, for the SN in GTP-U header), or only when ultra reliability for Rel-16 NR_IIOT is needed (to have redundant transmission to improve the reliability using separate N3 GTP tunnels, for the per flow SN in GTP-U header container). It is questionable whether we can easily apply it to other cases, e.g., due to the lack of coordination between core network and RAN nodes, the safest thing core network can do is to assign such SN to every MBS packet at the MB-UPF, which introduces extra overhead.

Also, the SN length misalignment between GTP-U SN (16 bits), DL QFI Sequence Number on GTP-U header (24 bits), and PDCP SN (12 bit, or 18 bits), will be another issue to consider.

Observation 1: “Deriving PDCP SN based on SN assigned by UPF” violates the existing QoS modeling and has other issues, like overhead in UPF processing and SN length misalignment.

Proposal 1: It is suggested not to derive PDCP SN based on SN assigned by UPF for aligning PDCP SNs between gNBs.
Common PDCP entity among different RAN nodes 

A common PDCP entity architecture was proposed by different companies, suggesting to limit the lossless handover to some specific scenarios, i.e, the lossless handover only applies to specific area where several RAN nodes reside in. There are also two variations as depicted in Figure 2:

Option 1: An anchor gNB is defined with PDCP count value assignment function and the PDCP PDUs are then forwarded to the neighbouring RAN nodes in a DC like manner [6].

Option 2: A common gNB-CU-UP is owned by multiple gNBs to enable PDCP SN consistency among different gNBs [7].
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Figure 2. Two options of common PDCP entity

However, the above solutions are only trying to reduce the scope of the issue, which requires specific deployment limitation. Moreover, spec impacts in CP are still expected to enable different gNBs use the same mapping between QoS flows and DRBs for a MBS session.

Observation 2: Common PDCP entity deals with the PDCP SN sync issue by avoiding it, however poses a limitation to network deployment.

Proposal 2: It is suggested not to use the solution of “Common PDCP entity among different RAN nodes” for aligning PDCP SNs between gNBs.
Lossless handover without PDCP SN sync

Other possible solutions for lossless handover without PDCP SN sync may be considered. To avoid the data gap/loss between the source node and target node of the MBS data delivery, data forwarding can still be applied as in Figure 3: 

Radio bearer A and B are established in target node and are in charge of delivery of the forwarded PDCP SDUs temporarily (and preferably in PTP mode to the UE).

If the data forwarding duration is long enough, the data loss can be mitigated completely; 

The end point of such forwarding can be realized by some implementation or coordination between the two nodes, e.g., the same GTP-U PDU with specific SN that has been delivered by radio bearer A or B, can be covered by the radio bearer C or D.
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Figure 3. Data forwarding to minimize data loss for NR MBS without PDCP SN Sync

As straightforward as the scheme is, there is one leftover issue: there might be duplicated PDUs submitted to upper layer. Such duplication is resulted from the fact that, there is no way for the network to configure the UE when to start MBS data reception through the new radio bearers (C & D), especially when radio bearers C & D are already established for other UEs. 

Observation 3: Handover without packet loss can be supported without coordination of QoS mapping to MRB (hence no PDCP SN sync). However, there might be duplicated PDCP PDUs submitted to upper layer at UE side.
As for the duplication issue in AS layer, we might be able to seek help from application layer. Application layer protocols like the popular QUIC (Quick UDP Internet Connections) which is able to do loss detection and run on IP multicast, and RTP (Real-time Transport Protocol ) which provides facilities for detection of packet loss and out-of-order delivery, therefore it is possible to have loss detection and duplication discarding on the application layer instead. 

Note: It is a common feature to support loss/duplication detection for those protocols run on UDP over IP network; IP transport itself may result in duplication.

Even for those MAC layer transmission protocol like Ethernet, there are mechanisms to support duplication detection: Parallel Redundancy Protocol [8]. The benefit of doing duplication or loss detection is that it is flexible to fit the real need with low cost, just the opposite to 3GPP AS layer protocols.

Observation 4: It is common for protocols above IP layer which run on UDP to have duplication/loss detection, and it is usually more flexible with lower cost compared to the implementations in 3GPP AS layer.

However, historically 3GPP offers a duplication-less transmission service. Therefore, to avoid any ambiguity to application layer, it is better to LS SA2 to double check whether this feature should be one of the characteristics of the network capability that is supposed to be exposed to the application layer.

Comparison of the above solutions on lossless handover
To conclude, there are 3 levels or categories of lossless handover solutions, if lossless handover shall be supported, as in Table 1.

Table 1. categorization of the lossless handover solutions

	Categories 
	How
	Spec impacts

	1. Derivation of PDCP SN based on SN assigned by UPF
	1. The QoS flow to MRB rules are synced or predetermined among RAN nodes

2. The PDCP SN are derived based on an absolute common SN above RAN level, e.g., SN in GTP-U header (per session/tunnel, or per QoS flow)

3. Such predetermined rules might be: M to one, or one to one mapping.
	1. Apply the GTP-U header design, which needs coordination from SA2, as the SN was originally used for other cases, like industrial IoT which is an extra requirement for other normal cases.

2. Poses a limitation on the QoS flow to MRB mapping, which violates current QoS modeling as in TS 23.501 which indicates that AN maps the QoS flow independently.

3. Impacts to SA2/RAN2/RAN3.

	2. Common PDCP entity among different RAN nodes
	1. Common PDCP entity for the source node and target node for the associated MRBs for the MBS session

2. Coordination among RAN nodes in CP is still needed to get a common mapping rule from QoS flow to MRB.
	1. Spec impacts (potential F1/E1 interactions)

2. Limitation on the deployment (which requires a common CU-UP among RAN nodes, which further indicates that the lossless handover only happens in specific region. 

3. Impacts mainly limited in RAN3.

	3. Lossless handover without PDCP SN sync
	1. The original MRBs at the source node is maintained at the target nodes temporarily to deliver the forwarded data.

2. Minor interaction between the RAN nodes to determine the duration of data forwarding (or implementation based)
	1. Requirements on the duplication detection in application layer, which poses potential limitation on scenarios.

2. Very minor impacts anticipated;


Lossless itself is hard. Among the solutions of PDCP SN sync, there are other prerequisites that are hard to to always meet in reality:

The related RAN nodes must both support NR MBS, as far as we know the "lossless handover" between NR MBS supporting node and non-supporting node has not been studied yet. If we take a look of the possible solution (although it is out of RAN2 scope), duplication avoidance based on N3 level or above are the only solutions we can get.

The related RAN nodes are connected to the same MB-UPF or any possible anchor UPF that allocates the unified GTP-U SN.

While both are hard to realize in real deployments, over-complicating the solution in RAN unilaterally seems unnecessary. Moreover, in the WID it is only suggesting to have "Specify support for basic mobility with service continuity [RAN2, RAN3]"[9].  

The set of objectives includes:

- Specify support for basic mobility with service continuity [RAN2, RAN3]

Therefore, category 3 is proposed to be considered as an viable solution, while coordination with other WGs (SA2, RAN3) is essential and necessary to get sync on the feasibility and potential issues. A draft LS is also provided, to seek suggestions from SA2 from the network capability exposure perspective.

Propose 3: It is suggested to consider category 3, i.e., lossless handover for NR MBS without PDCP SN sync as an viable solution. LS SA2 to enquire the feasibility of allowing data duplication in the solution category 3.
Conclusion

In this contribution, we discussed the issues on lossless handover in MBS. And we have the following observations and proposals:

Observation 1: “Deriving PDCP SN based on SN assigned by UPF” violates the existing QoS modeling and has other issues, like overhead in UPF processing and SN length misalignment.

Observation 2: Common PDCP entity deals with the PDCP SN sync issue by avoiding it, however poses a limitation to network deployment.

Observation 3: Handover without packet loss can be supported without coordination of QoS mapping to MRB (hence no PDCP SN sync). However, there might be duplicated PDCP PDUs submitted to upper layer at UE side.
Observation 4: It is common for protocols above IP layer which run on UDP to have duplication/loss detection, and it is usually more flexible with lower cost compared to the implementations in 3GPP AS layer.

Proposal 1: It is suggested not to derive PDCP SN based on SN assigned by UPF for aligning PDCP SNs between gNBs.
Proposal 2: It is suggested not to use the solution of “Common PDCP entity among different RAN nodes” for aligning PDCP SNs between gNBs.
Propose 3: It is suggested to consider category 3, i.e., lossless handover for NR MBS without PDCP SN sync as an viable solution. LS SA2 to enquire the feasibility of allowing data duplication in the solution category 3.
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