3GPP TSG-RAN WG3 #111-e
R3-210519
Online, 25 January-4 February 2021
Agenda Item:
20.2.4
Source:
Ericsson
Title:
Further Discussion on Feeder Link Switching
Document for:
Discussion, Agreement
1 Introduction

At the previous RAN3 meeting, the following was agreed [1]:

· NTN encompasses NTN-GW(s) deployed on ground, NTN payload on board space/airborne vehicle(s) and functions to control the vehicles as well as the radio resources of the NTN payload(s) are out of 3GPP scope;

· The feeder link switch-over is controlled by NTN control functions which are out of 3GPP scope;

· It is assumed that the gNB can be informed about the scheduling of switch over events and usable radio resources and possibly the update of neighbor gNBs;

· The execution of feeder link switchover may involve procedures over Xn and/or NG interfaces.

Furthermore, the following was noted for continuation of discussion [1]:

1. By which entity (e.g. NTN control functions) and how (by signaling or OAM)  gNB can be informed about the scheduling of switchover events and usable radio resources and possibly the update of neighbor gNBs;
2. The need to exchange updates on cell relation info between RAN nodes via Xn/NG to make proper RRM measurement configuration, and handover preparation (set the target cell id). The details of the procedure/message sequence during feeder link switch over. The principles of how feeder link switchover works in terms of the role of involved nodes, functions, and exchange of information (taking into account RAN2 outcomes);
3. For soft switch over, the need for enhancing features for hand-over and neighbor relationship update (e.g. RACH less, RACH attempts distribution, collective hand-over) that will minimize signaling overhead during feeder link switch over (taking into account RAN2 outcomes);
4. For hard switch over, the need for possible enhancing features to minimize radio link interruption delay;
5. Relationship between NTN system and gNB. (possible TP for an annex of 38.300);
6. Further discuss a figure illustrating the feeder link switch, considering figures in 8.7.1.1.1/2 of TR38.821 as starting point.
Furthermore, a stage 2 TP [2] was agreed.
We will further discuss the above points and propose a way forward on this topic.
2 Discussion
2.1 Informing the gNB about Switchover Events
2.1.1 Periodic Switchover

As previously discussed, [3] it is always possible to inform the gNB of an impending satellite switchover, including all the relevant configuration information, via OAM. This would limit satellite link switchover to NTN gNBs sharing the same OAM. If we assume to deploy Xn for NTN gNBs (see [4] for a discussion of Xn functions and applicability to NTN), we can consider all satellite-related information, including the list of served cells and ephemeris, as part of node configuration to be exchanged at Xn interface setup and NG-RAN node configuration update. This is already sufficient for the receiving NTN gNB, together with the knowledge of its own geographical position, to support periodic link switchover (e.g. due to LEO satellite movement, although this functionality could also be useful for GEO in some cases). We believe that adding this Xn signaling is beneficial for better interoperability and for consistency of configuration across the NTN deployment.
Observation 1: OAM exchange of satellite configuration and ephemeris is always possible; in this case, in order to support periodic switchover between different NTN gNBs, all involved NTN gNBs must be configured with the same information via the respective OAM(s), and this might be undesirable for the operator.
Proposal 1: To support periodic switchover, add to Xn Setup and NG-RAN Configuration Update procedures the list of satellites to which the gNB connects, and for each satellite on the list include at least the list of cells from the gNB served through the satellite, and the ephemeris data.
2.1.2 Event-Triggered Switchover

Event-triggered switchover may happen in order to e.g. offload traffic or to perform maintenance. It is always possible to trigger it via OAM, if we assume that the NTN gNBs involved share a common OAM.
Observation 2: If we assume the NTN gNBs involved share a common OAM, it is always possible to trigger a switchover via OAM in both nodes.

If a common OAM cannot be assumed, then event-triggered switchover could be supported via Xn signaling with a dedicated Class 1 procedure. Then the switchover may be triggered e.g. via OAM in the originating node only, and the required information will be signaled to the target node.
Proposal 2: To support event-triggered switchover, a new XnAP Class 1, non-UE-associated Satellite Connection Preparation procedure can be introduced.
Proposal 3: Discuss the related XnAP CR [6] (which includes the complete signaling “package” to support both periodic and event-triggered switchover); we welcome further discussion especially from operators on introducing the Satellite Connection Preparation procedure.

2.1.3 Inter-PLMN Case

For inter-PLMN cases, originating and target NTN gNBs do not connect to the same AMF set, so they are not connected via Xn. If link switchover is to be supported also in this case, other mechanisms should be considered (e.g. using transparent containers through the core network). We welcome further discussion for this scenario.

Proposal 4: If switchover involving NTN gNBs which do not connect to the same AMF set (e.g. inter-PLMN) needs to be supported, it seems necessary to introduce another mechanism (e.g. transparent containers through the core network); we welcome further discussion on this aspect.

2.2 Cell Relation, Handover Signaling
If we make the underlying assumption that Xn is deployed for NTN gNBs, it seems the existing functionality can be used to coordinate operation between two Xn peers, including the switchover. This was already discussed during the SI phase and captured in [5], as shown in Figure 1 below.
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Figure 1 Signaling flow for satellite link switchover [5].

Notice that the presence of Xn between the two gNBs is exploited to hand over the UEs from the old to the new gNB through the satellite. This is  a “soft” switchover: there is a period of time during which the served UEs are covered by both the old and the new gNBs.
Proposal 5: If we assume Xn to be deployed and the appropriate configuration information to be exchanged beforehand (see previous proposals), the “soft” switchover can be considered to be supported reusing the existing NR mobility mechanisms, at least for what concerns RAN3.
2.3 Further Discussion on Soft Switchover

In previous discussions, some features were mentioned that might be considered to be enhanced for “soft” switchover, e.g. RACH less, RACH attempts distribution, collective handover, and others. In many cases, (e.g. RACH aspects) these are RAN2-related, so it seems appropriate to refrain from discussing them in RAN3. For collective handover, it is worth recalling that a similar concept has been mentioned within the scope of another WI (IAB), so it seems sensible not to duplicate the same discussion. As far as neighbor relationship updates, it seems that if we assume Xn to be present between the two NTN gNBs in question, such updates can use the available Rel-16 mechanisms, including XnAP signaling. To summarize, an NTN gNB implementation should be able to take advantage of currently available functionality in order for soft switchover to work.

Observation 3: NTN gNB implementations should be able to take advantage of currently available mechanisms in order for soft switchover to work (although this in turn seems to require Xn to be present).
2.4 Further Discussion on Hard Switchover

In contrast to “soft” switchover, “hard” switchover does not require an overlap in coverage between the cells of the old gNB and the new gNB, and will result in an RLF to all the served UEs. We might consider this as “baseline”, or “do nothing” approach. But also in this case, some coordination between old and new gNBs might be beneficial. For example, the old gNB might send its served UEs to e.g. inactive mode just before the satellite will disconnect; once the UEs will try to connect to the new gNB cells, it will be possible to transfer the context to the new gNB over Xn. This might make UE reconnection to the network faster, and reuses an existing functionality enabled by the presence of a network interface between the two NTN gNBs.
Observation 4: It seems that also for hard switchover, the presence of Xn is beneficial because it may enable the NTN gNBs to reuse existing context transfer mechanisms.

Proposal 5: For both “soft” and “hard” switchover, the presence of Xn between the two NTN gNBs enables to reuse existing functionality for better performance.
2.5 NTN System and gNB

Any discussion on the relationship between the NTN system must refer back to the agreed conclusion of the SI and the agreed transparent architecture for NTN in Rel-17. The agreed architecture [5] is shown in Figure 2 below for reference.
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Figure 2 Transparent NTN architecture [5].

In the agreed architecture for NTN, the NTN GW and satellite, taken together, are considered similarly to a remote radio unit. In terrestrial networks, remote radio units are typically part of the NG-RAN node, so their configuration can be reasonably considered to be part of the gNB configuration.
 The appropriate information is exchanged with the remote radio unit using an internal interface within the “NG-RAN node” logical node.

Because of the above, the assumption that the NTN gNB can signal and receive over network interfaces its configuration status which includes information pertaining to the NTN GW and the connected satellite(s), seems reasonable.
Proposal 6: For RAN3 purposes, the NTN GW and the connected satellite(s) can be considered as part of the “NG-RAN node” logical node; the information related to their configuration can therefore be considered part of the NG-RAN node configuration.
2.6 Further Stage 2 Additions for Feeder Link Switch

Fig. 8.7.1.1-2 from [5] seems like a good addition to the Stage 2 description of NTN. Furthermore, it seems beneficial to also add a signaling flow and some description for the switchover process (significantly simplified from the one captured in [5]).
Proposal 7: Discuss and agree the Stage 2 TP in [7] (which includes the description for signaling support of feeder link switchover).
3 Conclusions and Proposals
Our proposals are summarized below.
Proposal 1: To support periodic switchover, add to Xn Setup and NG-RAN Configuration Update procedures the list of satellites to which the gNB connects, and for each satellite on the list include at least the list of cells from the gNB served through the satellite, and the ephemeris data.
Proposal 2: To support event-triggered switchover, a new XnAP Class 1, non-UE-associated Satellite Connection Preparation procedure can be introduced.
Proposal 3: Discuss the related XnAP CR [6] (which includes the complete signaling “package” to support both periodic and event-triggered switchover); we welcome further discussion especially from operators on introducing the Satellite Connection Preparation procedure.

Proposal 4: If switchover involving NTN gNBs which do not connect to the same AMF set (e.g. inter-PLMN) needs to be supported, it seems necessary to introduce another mechanism (e.g. transparent containers through the core network); we welcome further discussion on this aspect.

Proposal 5: If we assume Xn to be deployed and the appropriate configuration information to be exchanged beforehand (see previous proposals), the “soft” switchover can be considered to be supported reusing the existing NR mobility mechanisms, at least for what concerns RAN3.
Proposal 6: For RAN3 purposes, the NTN GW and the connected satellite(s) can be considered as part of the “NG-RAN node” logical node; the information related to their configuration can therefore be considered part of the NG-RAN node configuration.

Proposal 7: Discuss and agree the Stage 2 TP in [7] (which includes the description for signaling support of feeder link switchover).
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� This is true for RAN3 aspects, but there may be aspects out of RAN3 scope (e.g. radio coexistence requirements, interference etc.) where this analogy might not be correct.





