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1. Introduction
In the last meeting, RAN3 has discussed the CPAC and has the following agreements and open issues.
RAN3 discuss CPAC in (NG) EN-DC and NR-DC.
Start to Focus on CPA, MN initiated inter-SN CPC, and SN initiated inter-SN CPC, if time allows, other cases can be discussed pending to RAN2 progress
Start CPAC discussion based on the conventional DC procedures:
CPA: SN addition procedure for CPA
MN initiated inter SN CPC: MN initiated SN Change procedure, i.e. CPA + SN release
SN initiated inter SN CPC: SN initiated SN Change procedure
FFS on direct inter-SN communication
Target SN to make the decision on the prepared PSCell or PSCells (if decided to be allowed).
WA: target SN to provide the prepared PSCell id (or PSCell ids, if decided to be allowed) to the MN for CPA, MN initiated inter-SN CPC, and SN initiated inter-SN CPC
WA: Support Early Data Forwarding in CPAC.
WA: in case of MN initiated inter-SN CPC, to support early data forwarding, the MN needs to inform source SN about CPC triggered (i.e. the successful reconfiguration of CPC at UE), details FFS.
Support Late Data Forwarding in CPAC. 
WA: in case of both MN and SN initiated inter-SN CPC, to support late data forwarding, it is needed to inform the source SN about the successful CPC execution and UE accesses to the target SN, details FFS. RAN3 waits for RAN2 progress before discussing further details.
Open issues:
FFS on how to support CPAC replace, (SN modification procedures or SN Addition or others).
FFS on how to support multiple candidate PSCell preparation in CPAC:
Option 1: prepare one PSCell in one CPAC procedure, use parallel CPAC procedures to prepare multiple PSCells.
Need to introduce an indicator to distinguish the triggering of different PSCell preparation for the same UE”.
Option 2: prepare multiple PSCells in one CPAC procedure
FFS if multiple SN can be prepared in one SN initiated CPC procedure (SN Change Required).
FFS on how to handle the received CPC execution condition by the MN in case of SN initiated inter-SN CPC, pending to RAN2 progress.
It is pending to RAN2 on if it is needed for the Target SN to send CPAC success to the MN, and if it is needed, FFS on reusing HO Success or introduce a new class2 procedure.
FFS on F1AP and E1AP impacts.
FFS if conditional SN change can be prepared directly between the involved SNs (depends on availability of SRB3).

Also RAN2 sends one LS [1] to RAN3 about the agreements of RAN2 and RAN2 asks RAN3 to check the supporting of multiple PSCell candidates in XnAP/X2AP messages.
In this contribution, we discuss the open issues.
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]2. Discussion
2.1 How to support CPAC replace
In CHO, the HO request message is used to do the CHO initiation and CHO replace. In R15&R16 MR-DC, the MN uses the SN addition procedure to add the SN and uses the SN modification procedure to modify the SCG configuration /SN terminated bearer configuration.
In CPA, RAN3 has agreed that the SN addition procedure is enhanced to support CPA initiation.  According to TS 38.423/36.423 there are many mandatory present IEs in the SN addition request message. For example UE Security Capabilities, S-NG-RAN node Security Key, S-NG-RAN node UE Aggregate Maximum Bit Rate, M-NG-RAN node to S-NG-RAN node Container. In our understanding, the CPA replace does not need these mandatory present IEs in some cases. And using the SN modification procedure is more consistent with the previous logic of MR-DC. Therefore it is preferred to reuse the SN modification procedure to support CPA replace.
For MN initiated inter SN CPC, RAN3 has agreed to use the CPA+ SN release to initiate the CPC. Therefore the MN also use the same procedure to CPA replace to initiate the modification of CPC.
For SN initiated inter SN CPC, RAN3 has agreed to use the SN change procedure to initiate the CPC. In R15&R16, the source SN sends the SN change required message to trigger the SN change. Similar to CHO, we can add a CPC replace indicator in the SN change required message, and after that, the MN can use the SN modification procedure to the target SN to modify the CPC.
Proposal 1 : Support CPAC replace by:
· CPA replace: SN modification procedure
· MN initiated inter-SN CPC replace: SN modification procedure
· SN initiated inter-SN CPC replace: SN change procedure and SN modification procedure
2.2 How to support multiple candidate PSCell preparation
According to the RAN2’s R17 agreements in the LS, the network supports one or more candidate cells for CPAC and RAN2 ask RAN3 to check how to support the configuration of multiple PSCell candidate cells. 
In CHO, only one candidate cell is prepared in one handover preparation procedure to reduce the impact on existing handover preparation. 
According to the discussion in the last meetings, there are two options.
Option 1: prepare one PSCell in one CPAC procedure, use parallel CPAC procedures to prepare multiple PSCells
Option 2: prepare multiple PSCells in one CPAC procedure
For the CPA, RAN3 has agreed to use the SN addition procedure. In Rel-15&16 MR-DC, only one PSCell is prepared in one SN addition procedure. If RAN3 uses the option 2, RAN3 need add more than one CG-Config in the SN addition request acknowledge, and the other IEs carried in the X2/Xn message (e.g. PDU Session Resources Admitted To Be Added List, not admitted List, Admitted Split SRBs, MR-DC Resource Coordination Information, etc) will be the same for all the prepared PSCells in the same CPAC procedure, which will limit the flexibility of the network, for example, the MR-DC resource coordination information is only for one sPCell. Or we need to extend the SN addition response message by create a new big list to include all the parameters multiple times for multiple PSCells, which will make the message very big and complex, and not know what will be the relationship between the parameters provided outside and inside the list.
According to the agreements in RAN2, it is the node triggering the CPAC to decide execution condition and the MN to send the CPAC configuration to the UE. Therefore we think the node triggering the CPAC should make the decision on how many PCells to be prepared. In option 1, the node triggering the CPAC know how many candidate PSCells to be configured, therefore it knows how many CPAC procedure will be initiated. In option 2, the node triggering the CPAC may need to send the suggested number of candidate PSCells to the candidate SN. 
For option 1, to distinguish the parallel CPAC procedures, the main change is to add a CPAC Reference ID in the messages to distinguish different CPAC procedure, that is to say, one CPAC Reference ID is refers to one prepared PSCell, all the other things can be reused.
From the complexity of the solution, option 1 is a clean solution which reuse existing mechanisms and specifications as much as possible, it is therefore proposed to adopt it as the way to go.
Proposal 2 : Prepare one PSCell in one CPAC procedure, use parallel CPAC procedures to prepare multiple PSCells
For the SN initiated inter-SN change case, RAN3 has agreed to use the SN change procedure to initiate the CPC.  In R15&R16, the information in SN change required message includes the Target S-NG-RAN node ID, PDU Session SN Change Required List, and the CG-Config. The CG-Config includes the scg-CellGroupConfig, scg-RB-Config, ueAssistanceInformationSCG. In our understanding, except the target S-NG-RAN node ID, the other information in the SN change required message will be the same for all the candidate PSCells. Therefore for SN initiated inter-SN CPC,  the signalling between source SN to MN,  could be optimized from “one SN change required message for one candidate PSCell” to “one SN change required message for each candidate SN”. 
Proposal 3 For SN initiated inter-SN CPC, the signalling between source SN and MN, could be optimized to “one SN Change Required procedure for each candidate SN”.
About the RAN2 question in the received LS “Rel-17 CPAC is expected to support the preparation and configuration of multiple PSCell candidate cells. RAN3 is therefore asked to check whether the legacy XnAP/ X2AP signalling is sufficient or whether it shall be extended in Rel-17.” RAN3 can provide feedback to RAN2 that legacy XnAP/X2AP signallings will be reused, one PSCell is prepared by one CPAC procedure, and multiple PSCells will be prepared by parallel CPAC procedures.
Proposal 4 Provide feedback to RAN2 that legacy XnAP/X2AP signalling will be reused, one PSCell is prepared by one CPAC procedure, and multiple PSCells will be prepared by parallel CPAC procedures.
2.3 Direct Communication between S-SN and T-SN
In our understanding, the motivation of the direct communication between S-SN and T-SN is to avoid the MN for message interaction between SNs in the SN initiated inter-SN CPC. In the last RAN2 meeting, RAN2 has agreed that the source SN needs to send the CPC information to the MN in this case. Therefore we think RAN3 does not need to support the direct communication between S-SN and T-SN.
	8.	For SN initiated inter-SN CPC, the MN generates CPC. The source SN sets the execution condition and communicates it to the MN. The MN generates the conditional reconfiguration message including the execution condition(s) provided by the source SN and RRCReconfiguration provided by the candidate PSCell(s).


Proposal 5 : No need to support the direct communication between S-SN and T-SN for the SN initiated inter-SN CPC 
2.4 Early data forwarding
In R16 CHO, the early data forwarding is supported in order to reduce the latency of data forwarding. When the UE access the candidate cell, the network can send the early forwarded data to the UE. The source node forwards the PDCP SDU with SNs assigned by the source gNB to the candidate node. No downlink PDCP SDU without a SN and no uplink PDCP SDU is forwarded. The source gNB sends the EARLY STATUS TRANSFER message to maintain HFN continuity by indicating PDCP SN and HFN of the first PDCP SDU that the source gNB forwards to the target gNB. The subsequent messages may be sent for discarding of already forwarded downlink PDCP SDUs in the target gNB.
In R15&R16, there are MN/SN terminated MCG/SCG/Split bearers in MR-DC. For MR-DC, user data forwarding may be performed between nodes whenever the logical node hosting the PDCP entity changes. The behaviour of the node from which data is forwarded is the same as specified for the "source node" for handover, the behaviour of the node to which data is forwarded is the same as specified for the "target node" for handover. 
In the last meeting, there are two working assumptions to support early data forwarding in CPAC.
WA: Support Early Data Forwarding in CPAC.
WA: in case of MN initiated inter-SN CPC, to support early data forwarding, the MN needs to inform source SN about CPC triggered (i.e. the successful reconfiguration of CPC at UE), details FFS.
Support of early data forwarding can reduce the latency of the downlink transmission, i.e, when the UE access the candidate PSCell, the candidate SN can send the early forwarded downlink data to the UE. 
In the MN initiated CPC, the CPC is trigged by the MN, the source SN needs to know the CPC triggering in order to send the early status transfer to the target SN. We think the MN can inform the source SN after the UE has received the CPC configuration (e.g. the UE sends the MN RRC reconfiguration complete message after receiving the CPC configuration). One potential solution is to reuse the SN Reconfiguration Complete procedure. But in R15&R16, the description of this procedure is to indicate whether the configuration requested by the S-NG-RAN node was applied by the UE, therefore it is needed to modify the description to cover the CPC case.
Proposal 6 Support early data forwarding. And for the MN initiated inter-SN CPC, reuse the SN Reconfiguration Complete procedure to inform source SN about CPC triggered.
2.5 Handling of the conditional reconfiguration message 
In last RAN3 meeting, the following WA was made:
WA: target SN to provide the prepared PSCell id (or PSCell ids, if decided to be allowed) to the MN for CPA, MN initiated inter-SN CPC, and SN initiated inter-SN CPC
According to the following agreements in RAN2, RAN3 can discuss the contents in the CPAC procedures
	6. For CPA and MN initiated Inter-SN CPC, the MN generates and transmits the conditional configuration message (i.e. RRCReconfiguration/RRCConnectionReconfiguration message) to the UE.  The RRCReconfiguration provided by the candidate PSCell(s) is encapsulated in the final conditional reconfiguration message to the UE. The MN is not allowed to alter the RRCReconfiguration provided by the candidate PSCell(s).
7. In MN initiated inter-SN CPC and CPA, the MN is not required to indicate the execution condition(s) to other involved entities (e.g. target SN, source SN).
8. For SN initiated inter-SN CPC, the MN generates CPC. The source SN sets the execution condition and communicates it to the MN. The MN generates the conditional reconfiguration message including the execution condition(s) provided by the source SN and RRCReconfiguration provided by the candidate PSCell(s).


CPA and MN initiated inter-SN CPC
According to the above agreements, for the CPA and MN initiated Inter-SN CPC, it is up to the MN to decide the execution condition of each candidate PSCell and MN is not required to indicate the execution condition to the other nodes. The conditional reconfiguration message of each candidate PSCell should include the execution condition of one candidate PSCell and the RRC Reconfiguration message of this candidate PSCell. The MN needs to know the candidate PSCell ID when it receives the SN RRC reconfiguration message from the SN, therefore the candidate SN need to provide the prepared PSCell ID to the MN.
Proposal 7 For the CPA and MN initiated Inter-SN CPC, the candidate SN provides the candidate PSCell ID to the MN.
SN initiated inter-SN CPC
For the SN initiated inter-SN CPC, according to the above agreements, it is the source SN to decide the execution condition, and the source SN may decide different execution condition for different candidate PSCell. We think the candidate SN need to receive the suggested candidate PSCell IDs from the source SN and decides the candidate PSCell based on that. Otherwise the candidate SN may decide one candidate PSCell but the source SN does not configure the execution condition for this candidate PSCell.
According to the agreements in RAN2, the conditional reconfiguration message of each candidate PSCell should include the execution condition of one candidate PSCell and the RRC Reconfiguration message of this candidate PSCell. There are two alternatives as below:
Alternative 1: MN performs the association between the execution condition received from the source SN and the RRC configuration of the candidate PSCell received from the candidate SN. 
Alternative  2: MN forwards the execution condition received from the source SN to the candidate SN. The candidate SN sends the execution condition and the RRC configuration of the candidate PSCell to the MN.
In Alternative 1, the MN needs to save the execution condition of each candidate PSCell after receiving them from the source SN and to lookup the execution condition for each candidate PSCell after receiving the candidate PSCell ID from the candidate SN. In fact, in SN initiated inter-SN CPC, the MN does not need to know the association of the candidate PSCell and SN RRC configuration. We think it unnecessarily increases the complexity of the MN.
In Alternative 2, the MN only needs to forward the execution conditions to the candidate SN. When the MN receives the responds from the candidate SN, the MN does not need to perform the association. It does not increase the complexity of the MN. After deciding the candidate PSCell, the SN only need to send the RRC reconfiguration of this candidate PSCell and the execution condition of this candidate PSCell to the MN. It does not increase the complexity of the SN. 
Therefore, comparing to solution 2, solution 1 unnecessarily increases the complexity and processing load of the MN, it is preferred to use solution 2 to support SN initiated inter-SN CPC.
Proposal 8 For the SN initiated inter-SN CPC:
· the source SN sends the suggested PSCell ID and execution condition to the candidate SN via the MN
· the candidate SN provides the SN RRC reconfiguration of candidate PSCell and the associated execution condition to the MN.
· the candidate SN does not need to provide the prepared PSCell ID to the MN.
2.6 F1AP and E1AP impacts
2.6.1 Signalling flows for F1
In the CHO and CPC of R16, for the inter-DU mobility case, the CU sends the SpCell ID and the Conditional Inter-DU Mobility Information including the CHO Trigger and Target gNB-DU UE F1AP ID to the DU in the UE context setup request message to add the candidate cell. For the intra-DU mobility case, the CU sends the SpCell ID and the Conditional Intra-DU Mobility Information including the CHO Trigger and the Candidate Cells to Be Cancelled list in the UE context modification request message in order to add the candidate cell. For these procedures, the DU includes the Requested Target Cell ID in the UE context setup response and UE context setup failure to differentiate the procedure for different candidate cells. 
In the CHO and CPC of R16, the CU can initiate the modification of the candidate cell. The CU sets the CHO Trigger to “CHO-replace” in the UE context setup request message for inter-DU mobility case and in the UE context modification message for the intra-DU mobility case. The DU also can initiate the modification. The DU uses the  Candidate Cells To Be Cancelled List  in the UE context modification required message with a cause value “CHO-CPC resources to be changed” for the CU to re-trigger the adding of candidate cell.
In the CHO and CPC of R16, the CU can initiate the cancellation of candidate cell. The CU uses the Candidate Cells To Be Cancelled List in the UE context release command message for the inter-DU mobility case and in the UE context modification request message for the intra-DU mobility case. The DU also can initiate the cancellation. The DU uses the Candidate Cells To Be Cancelled List in the UE context release request message.
In the CHO and CPC of R16, the DU sends the access success message including the NR CGI to inform the CU of which cell the UE has successfully accessed. 
According to the agreements of RAN2, the network supports one or more candidate cells for CPAC. In R16 CHO and CPC, only one candidate cell is prepared in one procedure to reduce the impact on existing procedure. Therefore we think only one candidate PSCell is prepared in one CPAC procedure over F1/E1 interface. 
In R16 CHO and CPC, the same F1AP pair can be reused for different candidate cell for the same UE, the Requested Target Cell IDs are used to differentiate CHO preparations for different candidate cells. Using same or different X2AP/XnAP ID pair is up to the network implement. In our understanding, CPAC also can use the same principles.
In our understanding, for R17 CPAC, the CU and DU also can initiate the adding/modification/ cancellation of candidate cell. We think R17 CPAC can reuse these existing IEs. Because the name of Conditional Inter-DU Mobility Information does not indicate the CPA, RAN3 only need to add the CPA case in the procedure description.
Proposal 9 Prepare one candidate PSCell in one CPAC procedure over F1 interface, same F1AP pair can be reused to prepare different candidate PScell for CPAC, reuse the existing IEs of R16 CHO and CPC. RAN3 only need to modify the procedure description.
2.6.2 Signalling flows for E1
As we known, the CU-UP does not know which cell is configured to the UE. In the CHO and CPC of R16, if the bearer context has existed in the CU-UP, the CU-CP does not need to inform the CU-UP when the CU-CP prepares the candidate cells for the UE. When the UE has accessed the candidate cell, the CU-CP sends the bearer context modification request message to the CU-UP if needed.
If the bearer context has not existed in the CU-UP, the CU-CP sends the bearer context setup request message including the CHO Initiation to the CU-UP. The bearer context setup request message indicates to ignore the included security context and not to initiate sending downlink packets until the UE successfully accesses. The CU-CP and CU-UP can initiate the modification/cancellation using the R15 message. When the UE has accessed the candidate cell, the CU-CP sends the bearer context modification request message to the CU-UP. 
For the early data forwarding of inter-CU-UP CHO, the CU-UP sends the early forwarding SN transfer message to the CU-CP.
For the R17 CPA, SN initiated inter-SN CPC, and MN initiated inter-SN CPC, we think the procedures is same to the procedures of R16 inter-CU-UP CHO (i.e. the bearer context has not existed in the candidate CU-UP). Therefore we think we can reuse the exiting IEs and procedures.
For the R17 SN initiated intra-SN CPC with MN involvement, as discussed in [2], we think there is no impacts on the ASN.1 of RAN3.
According to the TS 38.463, the procedure description of the bearer context setup request message and the early data forwarding SN transfer message only include the CHO case and does not include the CPAC cases. Therefore RAN3 need to modify some procedure description.
Proposal 10  For E1AP in all the CPAC cases, reuse the existing IEs and procedures of R16 CHO and CPC. RAN3 only need to modify the procedure description.
[bookmark: _Toc423019950][bookmark: _Toc423020279][bookmark: _Toc423020296]3. Proposals
Based on the discussion in this paper, we propose the following:
Proposal 1 [bookmark: _Toc423020280]: Support CPAC replace by:
· CPA replace: SN modification procedure
· MN initiated inter-SN CPC replace: SN modification procedure
· SN initiated inter-SN CPC replace: SN change procedure and SN modification procedure
Proposal 2 : Prepare one PSCell in one CPAC procedure, use parallel CPAC procedures to prepare multiple PSCells 
Proposal 3 For SN initiated inter-SN CPC, the signalling between source SN and MN, could be optimized to “one SN change required message for each candidate SN”.
Proposal 4 Provide feedback to RAN2 that legacy XnAP/X2AP signalling will be reused, one PSCell is prepared by one CPAC procedure, and multiple PSCells will be prepared by parallel CPAC procedures.
Proposal 5 : No need to support the direct communication between S-SN and T-SN for the SN initiated inter-SN CPC 
Proposal 6 Support early data forwarding. And for the MN initiated inter-SN CPC, reuse the SN Reconfiguration Complete procedure to inform source SN about CPC triggered.
Proposal 7 For the CPA and MN initiated Inter-SN CPC, the candidate SN provides the candidate PSCell ID to the MN.
Proposal 8 For the SN initiated inter-SN CPC:
· the source SN sends the suggested PSCell ID and execution condition to the candidate SN via the MN
· the candidate SN provides the SN RRC reconfiguration of candidate PSCell and the associated execution condition to the MN.
· the candidate SN does not need to provide the prepared PSCell ID to the MN.
Proposal 9 Prepare one candidate PSCell in one CPAC procedure over F1 interface, same F1AP pair can be reused to prepare different candidate PScell for CPAC, reuse the existing IEs of R16 CHO and CPC. RAN3 only need to modify the procedure description.
Proposal 10 For E1AP in all the CPAC cases, reuse the existing IEs and procedures of R16 CHO and CPC. RAN3 only need to modify the procedure description.
The corresponding TP to TS38.401 is provided in section 5.
The draftCR to TS 37.340 and CR to TS 38.423 are provided in [2] and [3].
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Figure 8.9.2-1 shows the procedure used to setup the bearer context in the gNB-CU-UP. 


Figure 8.9.2-1: Bearer context setup over F1-U
0.	Bearer context setup (e.g., following an SGNB ADDITION REQUEST message from the MeNB) is triggered in gNB-CU-CP.
1.	The gNB-CU-CP sends a BEARER CONTEXT SETUP REQUEST message containing UL TNL address information for S1-U or NG-U, and if required, DL TNL address information for X2-U or Xn-U to setup the bearer context in the gNB-CU-UP. For NG-RAN, the gNB-CU-CP decides flow-to-DRB mapping and sends the generated SDAP and PDCP configuration to the gNB-CU-UP.
NOTE:	In case of Conditional Handover or Conditional PSCell Addition/Change, the BEARER CONTEXT SETUP REQUEST message indicates to ignore the included security context and not to initiate sending downlink packets until the UE successfully accesses. Up to implementation, the gNB-CU-CP may request to establish bearer context as if a regular HO was requested.
2.	The gNB-CU-UP responds with a BEARER CONTEXT SETUP RESPONSE message containing the UL TNL address information for F1-U, and DL TNL address information for S1-U or NG-U, and if required, UL TNL address information for X2-U or Xn-U.
NOTE:	The indirect data transmission for split bearer through the gNB-CU-UP is not precluded.
3.	F1 UE context setup procedure is performed to setup one or more bearers in the gNB-DU.
4.	The gNB-CU-CP sends a BEARER CONTEXT MODIFICATION REQUEST message containing the DL TNL address information for F1-U and PDCP status.
5.	The gNB-CU-UP responds with a BEARER CONTEXT MODIFICATION RESPONSE message.
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3GPP   3GPP  TSG - RAN WG3  Meeting #111 - e   R3 - 210502   E - meeting, 25 Jan  –   5 Feb 2021     Title:     (TP to TS 38.401)  Considerati on on conditional PSCell change/ addition   Source:    Huawei   Agenda item:   1 4 . 3   Document  Type :   other   1.   Introduction   In the last  meeting, RAN3 has discussed  the  CPAC   and has the following agreements   and open issues .   RAN3 discuss CPAC in (NG) EN - DC and NR - DC.   Start to Focus on CPA, MN initiated inter - SN CPC, and SN initiated inter - SN  CPC, if time allows, other cases can be discussed  pending to RAN2 progress   Start CPAC discussion based on the conventional DC procedures:   CPA: SN addition procedure for CPA   MN initiated inter SN CPC: MN initiated SN Change procedure, i.e. CPA + SN release   SN initiated inter SN CPC: SN initiated SN Change procedure   FFS on direct inter - SN communication   Target SN to make the decision on the prepared PSCell or PSCells (if decided to be allowed).   WA: target SN to provide the prepared PSCell id (or PSCell ids, if   decided to be allowed) to the MN for CPA, MN initiated inter - SN CPC, and SN initiated inter - SN CPC   WA: Support Early Data Forwarding in CPAC.   WA: in case of MN initiated inter - SN CPC, to support early data forwarding, the MN needs to inform source SN abou t CPC  triggered (i.e. the successful reconfiguration of CPC at UE), details FFS.   Support Late Data Forwarding in CPAC.    WA: in case of both MN and SN initiated inter - SN CPC, to support late data forwarding, it is needed to inform the source SN  about the su ccessful CPC execution and UE accesses to the target SN, details FFS. RAN3 waits for RAN2 progress before  discussing further details.   Open issues:   FFS on how to support CPAC replace, (SN modification procedures or SN Addition or others).   FFS on how to supp ort multiple candidate PSCell preparation in CPAC:   Option 1: prepare one PSCell in one CPAC procedure, use parallel CPAC procedures to prepare multiple PSCells.   Need to introduce an indicator to distinguish the triggering of different PSCell preparation fo r the same UE ” .   Option 2: prepare multiple PSCells in one CPAC procedure   FFS if multiple SN can be prepared in one SN initiated CPC procedure (SN Change Required).   FFS on how to handle the received CPC execution condition by the MN in case of SN initiated  inter - SN CPC, pending to RAN2  progress.   It is pending to RAN2 on if it is needed for the Target SN to send CPAC success to the MN, and if it is needed, FFS on reusin g HO  Success or introduce a new class2 procedure.   FFS on F1AP and E1AP impacts.   FFS if cond itional SN change can be prepared directly between the involved SNs (depends on availability of SRB3).     Also RAN2 sends one LS [1] to RAN3 about the agreements of RAN2 and RAN2 asks RAN3 to check the supporting  of multiple PSCell candidates in XnAP/X2AP  messages.   In this contribution, we  discuss the open issues .  

