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1	Introduction
On downlink end-to-end flow control for IAB, RAN3#110e agreed to down-select among the following options:
· Highest PDCP SN received from parent node						(proposed in [5]);
· Bitmap of PDUs transmitted to lower layers out of sequence​		(proposed in [4]);
· Packet marking															(proposed in [3]);
· Received volume and Receiving data rate							(proposed in [2]);
· “do nothing” option, i.e. use current DDDS as it is					(proposed by some companies)​.
It was also agreed that an “IAB node at the parent side of a congested backhaul link may send a congestion indication to the IAB-donor-CU-CP.” This contribution discusses both C-plane- and U-plane-based congestion mitigation.
2	U-plane-based congestion mitigation
2.1	Observations on proposals on the table
Reporting about reception from parent node (e.g. volume, data rate, highest PDCP SN). This would only allow the CU-UP to tell whether the bottleneck is access or backhaul link. However, this does not seem to come with any particular benefit.
Observation 1:	An IAB node reporting to CU-UP about reception from parent node would only allow the CU-UP to tell whether the bottleneck is access or backhaul link, but that does not seem particularly useful.
Packet marking. This is an option involving multiple protocols, i.e. the marking would take place at BAP and reporting of marked packets over NR-UP. Hence it would involve both RAN2 and RAN3. It also seems to be the least clear option when it comes to details. For the reporting to be meaningful to CU-UP, RAN2 and/or RAN3 would need to specify the exact definition and measurement of delay at an IAB node, and based on this definition, triggers for packet marking.
Observation 2:	Packet marking is the most complex option involving both RAN2 and RAN3. To be meaningful to CU-UP, it would require a work split between RAN2 and RAN3 in defining exact definition and measurement of delay at IAB node, as well as triggers for packet marking. 
The following sections lay out the information available to the donor CU-UP from DDDS, and what the CU-UP can do with it.
2.2	Indications of successful delivery to UE
Taking also into account [1], agreed as part of NR industrial-IoT work item, for DRBs mapped on RLC AM the DDDS includes the following.
a)	in case of RLC AM, the highest NR PDCP PDU sequence number successfully delivered in sequence to the UE among those NR PDCP PDUs received from the node hosting the NR PDCP entity i.e. excludes those retransmission NR PDCP PDUs;
e)	if retransmission NR PDCP PDUs have been delivered, the NR PDCP PDU sequence number associated with the highest NR-U sequence number among the retransmission NR PDCP PDUs successfully delivered to the UE in sequence of NR-U sequence number;
h)	in case of RLC AM, the NR PDCP PDU sequence number successfully delivered out of sequence to the UE among those NR PDCP PDUs received from the node hosting the NR PDCP entity i.e. excludes those retransmission NR PDCP PDUs.
From these, the CU-UP knows all the PDCP PDUs that it has transmitted toward the UE but whose successful delivery to the UE is still pending. Therefore, if it has transmitted different PDUs over different routing paths, it also knows the pending PDUs per path. An increase in pending PDUs on a given path is a warning sign of congestion on that path (although the exact location of congestion is not known).
Observation 3:	With DRBs mapped on RLC AM, from the current DDDS the CU-UP knows all the PDCP PDUs sent toward the UE whose successful delivery to the UE is still pending. The CU-UP can combine this with knowledge on the path it chose for each PDU. An increase of pending PDUs on a given path is a warning sign of congestion on that path.
2.3	Indications of transmission to lower layers
For all DRBs, the DDDS also includes the following.
d)	the NR-U packets that were declared as being "lost" by the corresponding node and have not yet been reported to the node hosting the NR PDCP entity within the DL DATA DELIVERY STATUS frame;
f)	if retransmission NR PDCP PDUs have been transmitted to the lower layers, the NR PDCP PDU sequence number associated with the highest NR-U sequence number among the retransmission NR PDCP PDUs transmitted to the lower layers in sequence of NR-U sequence number;
g)	the highest NR PDCP PDU sequence number transmitted to the lower layers among those NR PDCP PDUs received from the node hosting the NR PDCP entity i.e. excludes those retransmission NR PDCP PDUs.
With DRBs mapped on RLC AM, this provides information supplemental to that on successful delivery, for an even more complete picture.
With DRBs mapped on RLC UM, from successive DDDSes the CU-UP can compute the rate at which PDUs are being transmitted toward the UE by the UE’s access IAB node, and compare that rate with its own sending rate. If the transmission rate on the access link cannot keep up with the sending rate of the CU-UP, it is a warning sign of congestion (although the exact location of congestion is not known). 
Observation 4:	With DRBs mapped on RLC UM, using successive DDDSes the CU-UP can check whether the transmission rate toward the UE on the access link can keep up with the sending rate of the CU-UP. If not, it is a warning sign of congestion.
On UM DRBs utilizing different routing paths, if one of the paths is congested, that path can be determined by the CU-UP in multiple ways:
· As in Observation 2, the transmission rate toward the UE on the access link cannot keep up with the sending rate of the CU-UP;
· Packets sent over the congested path are declared as lost in DDDS; which is similar to the wired network that packet lost is mainly caused in case of transport network congestion. 
· Packets sent over the other paths are over-represented in the DDDS element g) (highest-numbered packet transmitted to lower layers), i.e. a lower percentage of received DDDS elements g) indicate the sequence number of a packet sent over the congested path than the actual percentage of all packets sent over the congested path.
Observation 5:	With DRBs mapped on RLC UM, CU-UP can determine from DDDSes a congested routing path among multiple paths used.
What makes the DDDS information less complete for UM DRBs than for AM DRBs is that, whereas for AM bearers the CU-UP knows every PDU not yet delivered to the UE (Observation 1), with UM bearers the CU-UP does not know, upon receiving the DDDS element g), which of the lower-numbered PDCP PDUs than that indicated in element g) the IAB node is still waiting to receive, and which ones have been received and transmitted to the lower layers by the IAB node.
So if, in spite of Obsevation 3, the current DDDS is deemed insufficient for the CU-UP to determine a congested routing path with DRBs mapped on RLC UM, an additional bitmap-like DDDS element reporting PDUs transmitted to lower layers out of sequence could be considered (similar to the element already added for PDUs successfully delivered). In the presence of such new DDDS element, all PDUs below that indicated in element g) would be either received and transmitted by the IAB node, or reported as lost in DDDS. Then the CU-UP would have as complete a picture with UM DRBs as with AM DRBs.
Proposal 1:	If, despite Observation 3, RAN3 consider the current DDDS insufficient for the CU-UP to determine a congested routing path among multiple paths with DRBs mapped on RLC UM, an additional bitmap-like DDDS element reporting PDUs transmitted to lower layers out of sequence could be considered (similar to the element already added for PDUs successfully delivered).
3	C-plane-based congestion mitigation
Since the RAN3 agreement is to send the congestion indication from “the parent side of a congested backhaul link”, the logical protocol seems to be F1AP (and not RRC). Among the existing F1AP procedures, the non-UE-associated Resource Status Update (reported per cell) and the UE-associated Notify (reported per UE) seem to come close to this purpose.
Because the cells provided by an IAB DU are likely to be shared among access links to UEs and backhaul links to child IAB nodes, the per-cell measurements of Resource Status Update seem to suit this new purpose poorly: the resource occupancy of a cell could be 100%, but only thanks to a greedy UE DRB on an access link, not due to backhaul-link congestion.
Observation 6:	F1AP Resource Status Update, used to report per-cell measurements, does not seem suitable to report congestion on a (given!) backhaul link, because typically cells will be shared among different access links to UEs as well as different backhaul links to child IAB nodes.
In this sense, Notify would seem more suitable. Currently it is limited to reporting UE DRBs only, so it would need to be extended to BH RLC channels.
	Observation 7:	F1AP Notify is currently limited to reporting UE DRBs only.
Moreover, the current Notify indicates “that the QoS for already established DRBs associated with notification control is not fulfilled any longer or it is fulfilled again”. This is different from the agreed congestion indication: a given BH RLC channel may be served by a data rate that ensures fulfilment of the committed QoS, but the channel can still be congested if the rate of offered traffic exceeds the rate served. In theory, also the converse case seems possible, where the committed QoS could not be fulfilled if there was enough traffic, but there is no congestion because there happens to be little traffic.
Observation 8:	The current indication in F1AP Notify (that QoS cannot be fulfilled) and indication of congestion are independent.
Hence, we propose the following.
Proposal 2:	F1AP Notify procedure is extended to:
1) report BH RLC channels (in addition to the current UE DRBs), and 
2) report “congested/no longer congested” per RLC channel per UL/DL (in addition to whether committed QoS can be fulfilled).
Much like in DL flow control, we think the reporting triggers can be left up to implementation.
	Proposal 3:		The trigger(s) to report (non-)congestion on a backhaul link are left up to implementation.
4	Conclusion
This contribution discussed U-plane-based and C-plane-based congestion mitigation and concluded with the following.
U-plane-based:
Observation 1:	An IAB node reporting to CU-UP about reception from parent node would only allow the CU-UP to tell whether the bottleneck is access or backhaul link, but that does not seem particularly useful.
Observation 2:	Packet marking is the most complex option involving both RAN2 and RAN3. To be meaningful to CU-UP, it would require a work split between RAN2 and RAN3 in defining exact definition and measurement of delay at IAB node, as well as triggers for packet marking. 
Observation 3:	With DRBs mapped on RLC AM, from the current DDDS the CU-UP knows all the PDCP PDUs sent toward the UE whose successful delivery to the UE is still pending. The CU-UP can combine this with knowledge on the path it chose for each PDU. An increase of pending PDUs on a given path is a warning sign of congestion on that path.
Observation 4:	With DRBs mapped on RLC UM, using successive DDDSes the CU-UP can check whether the transmission rate toward the UE on the access link can keep up with the sending rate of the CU-UP. If not, it is a warning sign of congestion.
Observation 5:	With DRBs mapped on RLC UM, CU-UP can determine from DDDSes a congested routing path among multiple paths used.
Proposal 1:	If, despite Observation 3, RAN3 consider the current DDDS insufficient for the CU-UP to determine a congested routing path among multiple paths with DRBs mapped on RLC UM, an additional bitmap-like DDDS element reporting PDUs transmitted to lower layers out of sequence could be considered (similar to the element already added for PDUs successfully delivered).
C-plane-based:
Observation 6:	F1AP Resource Status Update, used to report per-cell measurements, does not seem suitable to report congestion on a (given!) backhaul link, because typically cells will be shared among different access links to UEs as well as different backhaul links to child IAB nodes.
	Observation 7:	F1AP Notify is currently limited to reporting UE DRBs only.
Observation 8:	The current indication in F1AP Notify (that QoS cannot be fulfilled) and indication of congestion are independent.
Proposal 2:	F1AP Notify procedure is extended to:
1) report BH RLC channels (in addition to the current UE DRBs), and 
2) report “congested/no longer congested” per RLC channel per UL/DL (in addition to whether committed QoS can be fulfilled).
	Proposal 3:		The trigger(s) to report (non-)congestion on a backhaul link are left up to implementation.
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