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1. Introduction

In RAN3#110-e, several solutions were captured in TR 38.832. This document provides input for the respective evaluations. A Text Proposal is provided in the Annex.
2. Discussion
The following provides a brief discussion of each solution, including a proposed evaluation table (the overall text proposal collects the tables and is provided in the Annex).

Note that the comment under “Effectiveness” tends to address also what may be called “Efficiency” (pain vs gain), and this is proposed to be added as part of the Text Proposal.

Solution 1:  Slice re-mapping policy in target NG-RAN node 
Multiple variants are taken together since their differences are mainly in scenarios and procedures, but the fundamental aspect is that the PDU Session is re-mapped to a different slice. 
The general solution applies directly to scenarios 1 and 2. Although not explicit, it may also apply to return scenarios if suitably modified (i.e. 3 and 4), as well as other scenarios requiring change of slice (scenarios 5 and 6).

The main point that should be captured is that the actual re-mapping requires end-to-end support which currently does not exist, and specific impacts are generally unknown for that reason. 
Therefore, this solution achieves the goals at the cost of impacts at all levels of the system including UE and CN. The solution does not seem to be supported at system level in rel-17. The impact seems excessive in comparison with the problem to be solved (e.g. resource shortage or configuration issues in RAN).
The evaluation table is as follows:
	RAN impact
	Medium: New slice re-mapping procedures in RAN

	Core Impact
	Medium but potentially Very High: New slice re-mapping procedures in AMF

Unknown general impact in CN: there is currently no procedure to change the slice of a PDU session and the resulting requirements are unknown.

	OAM impact
	Medium: Re-mapping policy needs to be configured in RAN or CN or both

	UE impact
	Unknown, there is currently no procedure to change the slice of a PDU session. If such a procedure is defined, it is likely to impact the UE at both AS and NAS levels.

	Effectiveness of solution
	In principle, it seems possible to extend the solution to apply to all scenarios.

The solution achieves the goal (change of slice) at the cost of impacts at all levels of the system including UE and CN. The solution does not seem to be supported at system level in rel-17. The impact seems excessive in comparison with the problem to be solved (e.g. resource shortage or configuration issues in RAN). 


Solution 2: Configuration Based Solution
Since application to scenario 2 is not defined, it is assumed that this solution applies to scenario 1 only. This solution requires some clarification (i.e. basically whether it concerns PDU Session slice re-mapping, or purely resource re-mapping). The table below reflects this uncertainty, however if it is confirmed that the solution does not impact the CN or UE, it may achieve service continuity in many congestion scenarios where additional slice resources can be made available via OAM policy.
If the solution does not impact CN or UEs, it solves automatically scenarios 3 and 4 (return to initial condition) and could be applied also to scenario 5 (MR-DC resource shortage) and scenario 6 (general congestion).
	RAN impact
	Medium: RAN behaviour changes based on configuration, FFS whether signalling changes are needed.

	Core Impact
	Unknown impact in CN: the solution does not make clear if the slice re-mapping mentioned is visible to the CN or whether it is a RAN-only issue. 

	OAM impact
	Medium/High: OAM configuration is required, and in addition some aspects require additional work in SA5 (new OAM features).

	UE impact
	Unknown: The solution does not make clear if the slice re-mapping is visible to the UE.

	Effectiveness of solution
	Assuming that the solution impacts RAN OAM only, and applies to scenario 1, the solution may achieve service continuity in many congestion scenarios where additional slice resources can be made available via OAM policy. 
The solution may also apply to all other scenarios except for scenario 2.


Solution 3: Candidate solutions with/without CN involvement
This solution applies to scenario 2 and has two variants. The first variant (“with CN impact”) can be seen as a subset of the family of “re-mapping policy in target NG-RAN node”, hence the evaluation below is concerned with the second variant only (“without CN impact”).

The solution seems to avoid usage of the direct user plane path from the CN to the gNB in the new TA. However, all resources of the gNB are still used including frequency resources. So it does not seem to solve the underlying problem (i.e. no resources configured for the slice). Even CN transparency is not fully achieved, since some procedures in the CN are likely to be impacted.
	RAN impact
	Very High: Requires all gNBs in a TA that does not support slice X to have a Xn interface to the last gNB in the previous TA (or to have same using a chain of Xn’s). Load on Xn-u becomes similar to DC everywhere in the TA. Also, likely to impact both handover preparation and path switch procedures since target needs to accept the arrangement and be aware that path switch does not include the PDU session.

	Core Impact
	Medium: Path switch procedure is likely to be impacted since only a subset of the user plane tunnels is changed. Assuming UE does change TA, then CN behaviour needs to change since normally the continuation of the PDU session would be an error condition (also the slice may not be supported in the CN for that TA).

	OAM impact
	Low (new feature configuration support).

	UE impact
	Unknown: it is not clear if the UE procedures need to change.

	Effectiveness of solution
	The solution applies to scenario 2 only (although it might be possible to extend it to other scenarios).

The solution seems to work well only when the gNBs involved are direct neighbours (i.e. at initial handover to a non-supporting node).

The solution only seems to avoid usage of the direct user plane path to the gNB in the new TA. However, all resources of the gNB are still used including frequency resources. So, it does not seem to solve the underlying problem (i.e. no resources configured for the slice). Even the transparency to the CN is not fully achieved, since some procedures in the CN are likely to be impacted.


Solution 4: Slice resource re-partitioning
This solution is applicable to scenario 1. It solves automatically scenarios 3 and 4 (return to initial condition) and could be applied also to scenario 5 (MR-DC resource shortage) and scenario 6 (general congestion).

	RAN impact
	Low: RAN behaviour changes based on configuration.

	Core Impact
	No impact (resource re-partitioning is internal to RAN). 

	OAM impact
	Medium/High: OAM configuration is required, and in addition some aspects require additional work in SA5 (new OAM features).

	UE impact
	No impact (resource re-partitioning is internal to RAN).

	Effectiveness of solution
	The solution is applicable to scenario 1. It solves automatically scenarios 3 and 4 (return to initial condition) and could be applied also to scenario 5 (MR-DC resource shortage) and scenario 6 (general congestion).
The solution may achieve service continuity in many congestion scenarios if additional slice resources can be made available based on local RAN policy. 


Solution 5: Multi-carrier radio resource sharing
This solution is applicable to scenario 1. It solves automatically scenarios 3 and 4 (return to initial condition) and could be applied also to scenario 5 (MR-DC resource shortage) and scenario 6 (general congestion).

	RAN impact
	Medium/low: RAN behaviour changes based on configuration. No signalling changes required.

	Core Impact
	No impact (behaviour is internal to RAN). 

	OAM impact
	Low: OAM configuration may be required.

	UE impact
	No impact (behaviour is internal to RAN).

	Effectiveness of solution
	This solution is applicable to scenario 1. It solves automatically scenarios 3 and 4 (return to initial condition) and could be applied also to scenario 5 (MR-DC resource shortage) and scenario 6 (general congestion).
The solution may achieve service continuity in many congestion scenarios if additional slice resources are available in neighbour cells that can be used for CA or DC based on local RAN policy.


Solution 6: 5GC Solution based on SSC-mode 3
It is assumed that this solution applies to scenario 2 only.
	RAN impact
	High: New RAN behaviour to accept non-supported slice handover, and also to request change of slice, and execute this change, plus associated signalling in all cases. Note: solution does not explain what happens to new sessions, e.g. it is assumed that a UE would not attempt to initiate a PDU session for slice 10 as shown.

	Core Impact
	Very High: New CN behaviour to accept a slice change request and execute the change towards the UE and within the CN. This seems unlikely to be supported in rel-17.

	OAM impact
	Low (new feature configuration support).

	UE impact
	High: UE now needs to support slice modification procedure. After registration, it is not clear if the UE can start PDU sessions of slice 10, if not, new behaviour is required since slice 10 is temporarily part of the Allowed S-NSSAI.

	Effectiveness of solution
	The solution relies heavily on CN procedures that do not exist and are unlikely to be defined in rel-17. This solution achieves the goals at the cost of impacts at all levels of the system including UE and CN. The solution does not seem to be supported at system level in rel-17. The impact seems excessive in comparison with the problem to be solved (e.g. configuration issues in RAN).


Solution 7: Slice Remapping decision in 5GC
This solution applies to scenario 2 only.
	RAN impact
	Low: The RAN seems to behave similarly to today e.g. initiating NG handover in case of non-support of a slice in the target.

	Core Impact
	Very High: New CN behaviour to change the slice for a PDU session at handover, including intra-CN procedures. This seems unlikely to be supported in rel-17.

	OAM impact
	Low (new feature configuration support).

	UE impact
	High: UE now needs to support slice modification procedure as part of handover. This does not exist.

	Effectiveness of solution
	The solution relies heavily on CN procedures that do not exist and are unlikely to be defined in rel-17. This solution achieves the goals at the cost of major impacts in the UE and CN. The solution does not seem to be supported at system level in rel-17. The impact seems excessive in comparison with the problem to be solved (e.g. configuration issues in RAN).


Taking the above into account, the following is proposed:
Proposal: Add the text in the Annex to the TR 38.832.

3. Conclusions

In this document we focus on scenario 2. We have described a solution that allows service continuity in some scenarios without changing the slice associated to the PDU session. Overall, the solution has limited system impact and does not break any of the established slicing principles in the 5GS.
Proposal: Add the text in the Annex to the TR 38.832.

4. Text Proposal
6.3 Solution evaluation 

The evaluation criteria are as follows:

· RAN impact

The point here is to analyze RAN impact of the solution (standardization and node behaviour), for example what signalling procedures may be affected and at what extent. 

· Core impact
The point here is to analyze Core impact of the solution (standardization and node behaviour), for example what signalling procedures may be affected and at what extent. Such analysis needs to be carried out together with SA2 and CT groups.
· OAM impact
The point here is to analyze operator and maintenance effort, for example how many network elements (e.g. gNB, NF) should be configured and managed by OAM. Such analysis may need to involve SA5.
· UE Impact

This is to analyse the impact at NAS and AS level on the UE. Such analysis needs to be carried out together with RAN2, SA2 and CT groups.
· Effectiveness and efficiency of solution 

The point here is to analyse the effectiveness after applying the solution, for example which scenarios can be covered by the solution, how thoroughly the problem scenario is resolved, etc, and its efficiency (the gain afforded by the solution vs the impacts).

Editor note: A better definition is needed.
The following provides the evaluation for each solution separately:
Solution 1: Re-mapping policy in target NG-RAN node 
Multiple variants are taken together since their differences are mainly in scenarios and procedures), but the fundamental aspect is that the PDU Session is re-mapped to a different slice. 

The general solution applies directly to scenarios 1 and 2. Although not explicit, it may also apply to return scenarios if suitably modified (i.e. 3 and 4), as well as other scenarios requiring change of slice (scenarios 5 and 6).

The main point that should be captured is that the actual re-mapping requires end-to-end support which currently does not exist, and specific impacts are generally unknown for that reason. 

Therefore, this solution achieves the goals at the cost of impacts at all levels of the system including UE and CN. The solution does not seem to be supported at system level in rel-17. The impact seems excessive in comparison with the problem to be solved (e.g. resource shortage or configuration issues in RAN).

The evaluation table is as follows:
	RAN impact
	Medium: New slice re-mapping procedures in RAN

	Core Impact
	Medium but potentially Very High: New slice re-mapping procedures in AMF

Unknown general impact in CN: there is currently no procedure to change the slice of a PDU session and the resulting requirements are unknown.

	OAM impact
	Medium: Re-mapping policy needs to be configured in RAN or CN or both

	UE impact
	Unknown, there is currently no procedure to change the slice of a PDU session. If such a procedure is defined, it is likely to impact the UE at both AS and NAS levels.

	Effectiveness and efficiency of solution
	In principle, it seems possible to extend the solution to apply to all scenarios.

The solution achieves the goal (change of slice) at the cost of impacts at all levels of the system including UE and CN. The solution does not seem to be supported at system level in rel-17. The impact seems excessive in comparison with the problem to be solved (e.g. resource shortage or configuration issues in RAN). 


Solution 2: Configuration Based Solution
Since application to scenario 2 is not defined, it is assumed that this solution applies to scenario 1 only. This solution requires some clarification (i.e. basically whether it concerns PDU Session slice re-mapping, or purely resource re-mapping). The table below reflects this uncertainty, however if it is confirmed that the solution does not impact the CN or UE, it may achieve service continuity in many congestion scenarios where additional slice resources can be made available via OAM policy.

If the solution does not impact CN or UEs, it solves automatically scenarios 3 and 4 (return to initial condition) and could be applied also to scenario 5 (MR-DC resource shortage) and scenario 6 (general congestion).
The evaluation table is as follows:
	RAN impact
	Medium: RAN behaviour changes based on configuration, FFS whether signalling changes are needed.

	Core Impact
	Unknown impact in CN: the solution does not make clear if the slice re-mapping mentioned is visible to the CN or whether it is a RAN-only issue. 

	OAM impact
	Medium/High: OAM configuration is required, and in addition some aspects require additional work in SA5 (new OAM features).

	UE impact
	Unknown: The solution does not make clear if the slice re-mapping is visible to the UE.

	Effectiveness and efficiency of solution
	Assuming that the solution impacts RAN OAM only, and applies to scenario 1, the solution may achieve service continuity in many congestion scenarios where additional slice resources can be made available via OAM policy. 

The solution may also apply to all other scenarios except for scenario 2.


Solution 3: Candidate solutions with/without CN involvement
This solution applies to scenario 2 and has two variants. The first variant (“with CN impact”) can be seen as a subset of the family of “re-mapping policy in target NG-RAN node”, hence the evaluation below is concerned with the second variant only (“without CN impact”).

The solution seems to avoid usage of the direct user plane path from the CN to the gNB in the new TA. However, all resources of the gNB are still used including frequency resources. So it does not seem to solve the underlying problem (i.e. no resources configured for the slice). Even CN transparency is not fully achieved, since some procedures in the CN are likely to be impacted.
The evaluation table is as follows:
	RAN impact
	Very High: Requires all gNBs in a TA that does not support slice X to have a Xn interface to the last gNB in the previous TA (or to have same using a chain of Xn’s). Load on Xn-u becomes similar to DC everywhere in the TA. Also likely to impact both handover preparation and path switch procedures since target needs to accept the arrangement and be aware that path switch does not include the PDU session.

	Core Impact
	Medium: Path switch procedure is likely to be impacted since only a subset of the user plane tunnels is changed. Assuming UE does change TA, then CN behaviour needs to change since normally the continuation of the PDU session would be an error condition (also the slice may not be supported in the CN for that TA).

	OAM impact
	Low (new feature configuration support).

	UE impact
	Unknown: it is not clear if the UE procedures need to change.

	Effectiveness and efficiency of solution
	The solution applies to scenario 2 only (although it might be possible to extend it to other scenarios).

The solution seems to work well only when the gNBs involved are direct neighbours (i.e. at initial handover to a non-supporting node).

The solution only seems to avoid usage of the direct user plane path to the gNB in the new TA. However, all resources of the gNB are still used including frequency resources. So it does not seem to solve the underlying problem (i.e. no resources configured for the slice). Even the transparency to the CN is not fully achieved, since some procedures in the CN are likely to be impacted.


Solution 4: Slice resource re-partitioning
This solution is applicable to scenario 1. It solves automatically scenarios 3 and 4 (return to initial condition) and could be applied also to scenario 5 (MR-DC resource shortage) and scenario 6 (general congestion).
The evaluation table is as follows:
	RAN impact
	Low: RAN behaviour changes based on configuration.

	Core Impact
	No impact (resource re-partitioning is internal to RAN). 

	OAM impact
	Medium/High: OAM configuration is required, and in addition some aspects require additional work in SA5 (new OAM features).

	UE impact
	No impact (resource re-partitioning is internal to RAN).

	Effectiveness and efficiency of solution
	The solution is applicable to scenario 1. It solves automatically scenarios 3 and 4 (return to initial condition) and could be applied also to scenario 5 (MR-DC resource shortage) and scenario 6 (general congestion).
The solution may achieve service continuity in many congestion scenarios if additional slice resources can be made available based on local RAN policy. 


Solution 5: Multi-carrier radio resource sharing
This solution is applicable to scenario 1. It solves automatically scenarios 3 and 4 (return to initial condition) and could be applied also to scenario 5 (MR-DC resource shortage) and scenario 6 (general congestion).
The evaluation table is as follows:
	RAN impact
	Medium/low: RAN behaviour changes based on configuration. No signalling changes required.

	Core Impact
	No impact (behaviour is internal to RAN). 

	OAM impact
	Low: OAM configuration may be required.

	UE impact
	No impact (behaviour is internal to RAN).

	Effectiveness and efficiency of solution
	This solution is applicable to scenario 1. It solves automatically scenarios 3 and 4 (return to initial condition) and could be applied also to scenario 5 (MR-DC resource shortage) and scenario 6 (general congestion).
The solution may achieve service continuity in many congestion scenarios if additional slice resources are available in neighbour cells that can be used for CA or DC based on local RAN policy.


Solution 6: 5GC Solution based on SSC-mode 3
It is assumed that this solution applies to scenario 2 only. The evaluation table is as follows:
	RAN impact
	High: New RAN behaviour to accept non-supported slice handover, and to request change of slice, and execute this change, plus associated signalling in all cases. Note: solution does not explain what happens to new sessions, e.g. it is assumed that a UE would not attempt to initiate a PDU session for slice 10 as shown.

	Core Impact
	Very High: New CN behaviour to accept a slice change request and execute the change towards the UE and within the CN. This seems unlikely to be supported in rel-17.

	OAM impact
	Low (new feature configuration support).

	UE impact
	High: UE now needs to support slice modification procedure. After registration, it is not clear if the UE can start PDU sessions of slice 10, if not, new behaviour is required since slice 10 is temporarily part of the Allowed S-NSSAI.

	Effectiveness and efficiency of solution
	The solution relies heavily on CN procedures that do not exist and are unlikely to be defined in rel-17. This solution achieves the goals at the cost of impacts at all levels of the system including UE and CN. The solution does not seem to be supported at system level in rel-17. The impact seems excessive in comparison with the problem to be solved (e.g. configuration issues in RAN).


Solution 7: Slice Remapping decision in 5GC
This solution applies to scenario 2 only. The evaluation table is as follows:
	RAN impact
	Low: The RAN seems to behave similarly to today e.g. initiating NG handover in case of non-support of a slice in the target.

	Core Impact
	Very High: New CN behaviour to change the slice for a PDU session at handover, including intra-CN procedures. This seems unlikely to be supported in rel-17.

	OAM impact
	Low (new feature configuration support).

	UE impact
	High: UE now needs to support slice modification procedure as part of handover. This does not exist.

	Effectiveness and efficiency of solution
	The solution relies heavily on CN procedures that do not exist and are unlikely to be defined in rel-17. This solution achieves the goals at the cost of major impacts in the UE and CN. The solution does not seem to be supported at system level in rel-17. The impact seems excessive in comparison with the problem to be solved (e.g. configuration issues in RAN).


