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In TSG RAN Meeting #110e, the following agreements have been achieved [1]:
	CP-UP separation:
In Rel-17 eIAB, the following two scenarios are supported for CP-UP separation:
 - Scenario 1: F1-C uses NR access link via M-NG-RAN node (non-donor node) + F1-U uses backhaul link via S-NG-RAN node (donor node)
- Scenario 2: F1-U uses backhaul link via M-NG-RAN node (donor node) + F1-C uses NR access link via S-NG-RAN node (non-donor node)
An LS to RAN2 can be prepared to include the following information:
- RAN3 decides to support the CP-UP separation in two new scenarios as described in Proposal 1
- RAN3 identifies the potential RAN2 impacts: 1) NR RRC for F1-C transfer path configuration, and 2) NR RRC message(s) to include F1-C traffic container

Inter-donor topology redundancy:
WA: In Rel-17, RAN3 agrees to support the following scenarios for inter-donor topology redundancy with the principle that an IAB-DU only has F1 interface with one Donor-CU:
 - Scenario 1: the IAB node is multi-connected with 2 Donors. 
 - Scenario 2: the IAB node’s parent/ancestor node is multi-connected with 2 Donors.
The inter-donor topology redundancy is applicable for F1-U traffic:
- FFS on how to support data transmission of UE bearers via 2 donors.
- FFS on the granularities of the load balancing for F1-U traffic.
The inter-donor topology redundancy is applicable for F1-C traffic. FFS on granularities for F1-C traffic.
As a starting point, the F1 interface of the boundary IAB node and descendant IAB node(s) terminate to the same donor. The following open issues need further discussion:
- FFS at which of the two donors these F1 interfaces terminate
- FFS if boundary and descendent IAB-nodes can have their F1 interfaces terminate at different donors.
In inter-donor topology redundancy, the traffic may be sent from one donor CU directly to the donor DU of another donor and further towards the IAB node, without passing through additional donor CU(s).




This paper discusses backhaul transport for inter-donor topological redundancy.
Discussion
CP-UP separation vs. topological redundancy scenarios


Figure 1: CP-UP separation vs topological redundancy
Figure 1 shows an example of an IAB-node whose IAB-MT is connected via NR-DC. Both the MN and SN support at least some degree of IAB functionality. 
In Figure 1a, IAB-MT3’s SN is an IAB-donor for IAB-node 3, while IAB-MT3’s MN is non-IAB-donor for IAB-node-3, but it may be an IAB-donor for other IAB-nodes. CP-UP separation is applied at IAB-node 3, where F1-C uses NR access link via MN, and F1-U uses backhaul link via SN.
In Figure 1b, IAB-MT3’s MN is an IAB-donor for IAB-node 3, while IAB-MT3’s SN is non-IAB-donor for IAB-node-3, but it may be an IAB-donor for other IAB-nodes. CP-UP separation is applied at IAB-node 3, where F1-C uses NR access link via SN, and F1-U uses backhaul link via MN.
In Figure 1c, both IAB-MT3’s MN and SN are IAB-donors for IAB-node 3. Topological redundancy is applied at IAB-node 3, where F1-C and F1-U use backhaul links on both MCG and SCG paths.
The above scenarios may all be valid for an IAB-node that uses NR-DC. It should be discussed which of the MN or SN determines what scenario to be applied.
Proposal 1a: RAN3 to discuss which of the IAB-MT’s MN or SN determines whether topological redundancy or CP-UP separation is applied for an IAB-node that uses NR-DC.
[bookmark: _GoBack]Proposal 1b: For CP-UP separation, RAN3 to discuss which of the IAB-MT’s MN or SN determines whether scenario 1 (F1-C via MN, F1-U via SN) or scenario 2 (F1-C via SN, F1-U via MN) is applied for an IAB-node that uses NR-DC.     
Multi-donor topological redundancy scenarios


Figure 2: Multi-topology BAP routing
Figure 2 shows IAB-node 3 whose IAB-MT is dual-connected to two IAB-donors via NR-DC, e.g., to perform load-balancing. In this example, IAB-donor-CU1 and IAB-donor-CU2 hold MN and SN roles for IAB-MT3, respectively. The three UEs of IAB-node 3 are connected to the same IAB-donor-CU, i.e., CU1. Load-balancing is achieved by routing F1-U of UE1 over the green topology of IAB-donor-CU1 and offloading F1-U of UE2 and F1-U of UE3 to the blue topology of IAB-donor-CU2.
Figure 2 also shows IAB-node 2 whose IAB-MT is dual-connected to two IAB-donors via NR-DC, e.g., to perform load-balancing. In this example, IAB-donor-CU2 and IAB-donor-CU3 hold MN and SN roles for IAB-MT2, respectively. Load-balancing is achieved by routing F1-U of UE2 over the blue topology of IAB-donor-CU2 and offloading F1-U of UE3 to the orange topology of IAB-donor-CU3.
In the example of Figure 2, F1-U of UE2 is transported via one boundary IAB-node, namely IAB-node 3. On the other hand, F1-U of UE3 is transported via two boundary IAB-nodes, namely IAB-node 3 and IAB-node 2. RAN3 should discuss if the latter scenario should be supported, or otherwise how it should be prevented.
Proposal 2: RAN3 to discuss whether topological redundancy should include the transport of traffic via two or more boundary nodes or otherwise how to avoid such a scenario.
Inter-topology backhaul transport


Figure 3: Extension vs. concatenation of BAP routes across adjacent topologies
Figure 3 shows an example, where the descendant node of an inter-donor dual-connected IAB-node is single-connected to one of these IAB-donors (i.e. IAB-donor-CU1). The descendent node performs load balancing by routing F1-U of UE1 via the IAB-donor-DU of CU1, and routing F1-U of UE2 via the IAB-donor-DU of the CU2.
In this example, the F1-U tunnel for UE1 is carried on two BAP routes (dashed green) between the descendant node (IAB-4) and IAB-donor-DU1 for uplink and downlink, respectively. The two BAP routes are confined to one topology and configured by IAB-donor-CU1.
On the other hand, the F1-U tunnel for UE2 is carried over the BAP sublayer across two topologies, where one topology belongs to IAB-donor-CU1 and includes IAB-donor-DU1, IAB-node-1 and IAB-node-4, while the other topology belongs to IAB-donor-CU2 and includes IAB-node-2 and IAB-donor-DU2. For this, BAP routing across IAB-donor topologies needs to be supported.
Proposal 3: RAN3 to consider BAP routing across multiple IAB-donor topologies.
The following options are considered:
· Option 1, shown in Figure 3a: the F1-U tunnel for UE2 is carried on a BAP route (solid green in downlink, solid blue in uplink) between the descendant node and IAB-donor-DU2 via boundary IAB-node 3, where a common BAP routing ID is used for the BAP route in both topologies.
· Option 2, shown in Figure 3b: the F1-U tunnel for UE2 is carried on two BAP routes (solid blue then solid green in downlink, solid green then solid blue in uplink), each of which is confined to one topology and uses a topology-specific BAP routing ID. The two BAP routes are concatenated at boundary IAB-node 3.

Proposal 4: RAN3 to discuss use of a common BAP routing ID for BAP routes that cross a topology boundary vs. concatenation of BAP routes with topology-specific BAP routing IDs at the topology boundary.
For Option 1, collisions between BAP addresses and between BAP routing IDs allocated by different IAB-donors need to be avoided. To ensure a collision-free allocation of BAP addresses and BAP routing IDs, the following sub-options may be considered:
· Option 1a: The IAB-donor-CUs allocate global-scope routing entries, where each routing entry includes the BAP routing ID together with an IAB-donor-CU ID. The IAB-donor-CU ID may refer to the CU which initially allocated the BAP routing ID. In Figure 3a, for instance, the routing entries for the DL route (green solid) would include the ID of IAB-donor-CU1 while the UL route (blue solid) would carry the ID of IAB-donor-CU2.
· Option 1b: The IAB-donor-CUs negotiate the selection of BAP addresses and BAP routing IDs. This option may imply that the IAB-node (or IAB-donor-DU) carries two BAP addresses, where one of these addresses is allocated to the IAB-node/IAB-donor-DU during node integration and the other is allocated upon establishment of the inter-topology route. To avoid multiple BAP addresses on IAB-node/IAB-donor-DU, it may be necessary to reconfigure BAP addresses when the inter-topology route is established.

Proposal 5: For inter-topology BAP routes that use a common BAP routing ID, RAN3 to consider inter-donor coordination of BAP routing IDs vs. global scope BAP routing entries to avoid BAP-name-space collisions. 
For Option 2, the following sub-options may be considered for packet processing at the topology boundary where two BAP routes are concatenated:
· Option 2a: BAP header rewriting. This implies that a new processing step is added to the BAP specification, where the BAP routing ID on the incoming packet is replaced with a new BAP routing ID. Further, a BAP-routing-ID-mapping configuration needs to be provided to the boundary IAB-node.
· Option 2b: IP routing. This implies that an IP routing function is allocated at the boundary node, where the IP header fields of BAP PDUs received on a BAP route of one IAB-donor topology are mapped to a BAP routing ID of a BAP route of the other IAB-donor topology. While this option could reuse Rel-16 UL and DL mapping configurations when passing packets from IP layer to BAP layer, it would be necessary to provide an IP routing configuration to the boundary node. 

Proposal 6: To support inter-topology BAP route concatenation, RAN3 to consider BAP header rewriting vs. IP routing.
In a different example, both the F1-U tunnel for UE1 and the F1-U tunnel for UE2 may be routed via the IAB-donor-DU of CU2 (note that this is not shown in Figure 3). Two bearer mapping options across the two topologies are possible:
· Bearer-mapping option 1: bearer mapping is the same in both topologies (e.g. the two tunnels are mapped to one BH RLC CH between IAB-node 3 and IAB-node 4 in CU1’s topology, and the two tunnels are also mapped to one BH RLC CH between IAB-node 3 and IAB-node 2 in CU2’s topology). In this case, CU1 only needs to share QoS with BH RLC CH granularity used in topology 1 with CU2.
· Bearer-mapping option 2: bearer mapping could be different between the two topologies (e.g. the two tunnels are mapped to one BH RLC CH between IAB-node 3 and IAB-node 4 in CU1’s topology, but the two tunnels are mapped to two BH RLC CHs between IAB-node 3 and IAB-node 2 in CU2’s topology). In this case, CU1 has to share QoS with F1-U granularity with CU2, so that CU2 itself can determine aggregation in topology 2.

Assuming Rel-16 bearer mapping rules, for a given pair of ingress and egress links, the egress BH RLC CH ID is solely determined by the ingress BH RLC CH ID. Therefore, a BAP PDU received by boundary IAB-node 3 in Figure 3 from an ingress BH RLC CH in one of CU1’s topology or CU2’s topology cannot be mapped to two egress BH RLC CHs in the other of CU1’s topology or CU2’s topology. Consequently, bearer-mapping option 2 based on Rel-16 bearer mapping rules is not possible. 
One means to support bearer-mapping option 2 is to perform channel mapping at the boundary node based on IP header fields as in inter-topology BAP routing Option 2b.
The bearer mapping rules for transport across multiple topologies should be discussed by RAN3.
Proposal 7: RAN3 to discuss bearer mapping rules for transport across multiple topologies.   
Conclusion
This paper discussed backhaul transport for inter-donor topological redundancy. The following proposals have been made:
Proposal 1a: RAN3 to discuss which of the IAB-MT’s MN or SN determines whether topological redundancy or CP-UP separation is applied for an IAB-node that uses NR-DC.
Proposal 1b: For CP-UP separation, RAN3 to discuss which of the IAB-MT’s MN or SN determines whether scenario 1 (F1-C via MN, F1-U via SN) or scenario 2 (F1-C via SN, F1-U via MN) is applied for an IAB-node that uses NR-DC.
Proposal 2: RAN3 to discuss whether topological redundancy should include the transport of traffic via two or more boundary nodes or otherwise how to avoid such a scenario.
Proposal 3: RAN3 to consider BAP routing across multiple IAB-donor topologies.
Proposal 4: RAN3 to discuss use of a common BAP routing ID for BAP routes that cross a topology boundary vs. concatenation of BAP routes with topology-specific BAP routing IDs at the topology boundary.
Proposal 5: For inter-topology BAP routes that use a common BAP routing ID, RAN3 to consider inter-donor coordination of BAP routing IDs vs. global scope BAP routing entries to avoid BAP-name-space collisions.
Proposal 6: To support inter-topology BAP route concatenation, RAN3 to consider BAP header rewriting vs. IP routing.
Proposal 7: RAN3 to discuss bearer mapping rules for transport across multiple topologies.
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