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1	Introduction
[bookmark: _Toc474247438]At RAN3 #110-e, it has been that the PRB related load metric will be enabled to be reported per slice on F1 and Xn, but details were left for further discussion. In this paper, we consider how it can be implemented in the simplest possible way, though still useful.
2	Discussion
[bookmark: _GoBack]PRB utilization was introduced first time in LTE Rel.9. The information was provided for GBR traffic, non-GBR traffic and all traffic (which included, besides GBR and non-GBR services, also SRBs). Later, it was observed that non-GBR services tend to take all the available bandwidth and the composite available capacity was added to provide information on resources offered for load balancing even if used. This created a framework that proved useful over time and was then defined for NR in Rel.16, too. The available capacity of a slice may already be signalled over Xn and F1, but the slice resource allocation is not provided. This gap is supposed to be patched in Rel.17.
Observation 1: Combination of the resource allocation (allocated PRBs) with the composite available capacity was proved useful since Rel.10. 
The simplest way to enable providing the resource utilization per slice is to use the scheme tested in the past: the PRB utilization is enabled and thus may be used together with the already enabled available capacity of a slice. The PRB utilization should be split into the GBR and non-GBR traffic, as used in the past, but the presence of the total PRB utilization is questionable: SRBs are not used as a slice resource.
Observation 2: The total number of PRBs used per slice is not needed – there is no traffic assigned to a slice that would not be GBR or non-GBR.
The information about the used resources per slice will be then be used in the same way as it was intended to be used also in LTE: the overloaded node, when selecting the most appropriate target cell may select such that has less resources allocated in the relevant slice, even if the overall load level there is less favourable. Combining the information with the capacity available in the slice may further give some hint about total amount of resources that the peer node has available for given slice, but can’t offer any insight into the RRM policies of the neighbour.
Observation 3: Combination of the allocated resources and available capacity may offer some rough idea about resources allocated at the neighbour for given slice. It is sufficient for load balancing, but not offering any details concerning RRM policies.
Proposal 1: The information on PRBs allocated for GBR and non-GBR traffic per slice shall be added to F1 and Xn.
At RAN3 #110-e, it was also proposed to have the information split further into PRBs dedicated for the slice and such that are shared with other slices. This offers extra information, but significantly complicates the signalling and reveals more details about resource management. On the other hand, one should consider that the value of the PRB does not depend on the fact that it is shared or dedicated – it may be used for the slice traffic either way.
Proposal 2: The new information concerns all PRBs allocated for a slice. The signalling shall allow adding information on the dedicated and shared PRBs in future.
3	Conclusions
In this paper, we’ve discussed the purpose for PRB reporting per slice and proposed a simple method to enable it. We’ve made following observations:
Observation 1: Combination of the resource allocation (allocated PRBs) with the composite available capacity was proved useful since Rel.10. 
Observation 2: The total number of PRBs used per slice is not needed – there is no traffic assigned to a slice that would not be GBR or non-GBR.
Observation 3: Combination of the allocated resources and available capacity may offer some rough idea about resources allocated at the neighbour for given slice. It is sufficient for load balancing, but not offering any details concerning RRM policies.
They allowed us to make following proposals:
Proposal 1: The information on PRBs allocated for GBR and non-GBR traffic per slice shall be added to F1 and Xn.
Proposal 2: The new information concerns all PRBs allocated for a slice. The signalling shall allow adding information on the dedicated and shared PRBs in future.
The solution is implemented in two TPs proposed for F1AP [1] and XnAP [2].
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