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1. Introduction
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]Based on the previous RAN3 meetings, we made the following agreements [1]
1. Topology-wide fairness can be discussed in RAN2 first. 
1. Local re-routing in other scenarios, e.g. congestion mitigation, load balancing can be discussed in RAN2 first.
1. Inter-donor-DU local re-routing in Rel-17 IAB should be supported; details are FFS

In this contribution, we mainly discuss the issues related to inter-donor-DU local re-routing which is considered as potential solutions for enhancement of multi-hop performance. 
[bookmark: OLE_LINK3][bookmark: OLE_LINK4]2. Discussion
1. 
2. 
2.1. Intra-donor-CU inter-donor-DU local re-routing
In R16, local re-routing is only allowed in same donor-DU when IAB node experiences RLF. The path ID included in routing ID would be ignored and only follows the destination ID for local re-routing packets. Each intermediate IAB node chooses a suitable next hop, which can forward the packet to the same destination BAP address as the BAP header in local re-routing packet, based on the configured routing table. Inter-donor-DU local re-routing is not supported in R16 since the IAB node has not the ability to change the BAP header of the local re-routing packet. It leads to the buffered packet lost when migrating IAB node performs RLF recovery or migration to the target donor-DU.
To address the above issue, RAN3 considers the inter-donor-DU local re-routing in R17. There are some issues and solutions to support inter-donor-DU local re-routing as below.
Issue 1: routing ID of buffered packets
The migrating IAB node may connect to a target parent node under a new donor-DU. Normally, the BAP layer would buffer packets until migrating IAB node connects to target parent node. However, the destination address is changed due to the new donor-DU. And the buffered packets cannot be sent to next hop using the source packet BAP header because the source path is not exit. A solution to address this problem is using topology redundant. In detail, donor-CU pre-configures a redundant path for migrating IAB node. The IAB node in target path (redundant path) should know the mapping relationship between the source path BAP address and target path BAP address. Whether the migrating IAB node has two BAP address for topology redundant should be discussed in RAN2 first.
For example, the buffered packet from child node in migrating IAB node has the source path: 1 (migrating IAB node), 2 (intermediate IAB node in source path), 3 (source donor-DU). The migrating IAB node is configured the redundant path: 1 or 4 (migrating IAB node), 5(intermediate IAB node in target path), 6 (target donor-DU). The mapping relationship means the BAP address 2 corresponding BAP address 5 and BAP address 3 corresponding BAP address 6. When the migrating IAB node finds the next hope BAP address is 2, it should send the buffer packet to BAP address 5 according to the mapping relationship. The mapping relationship can be configured to each IAB node DU by donor-CU via F1AP message. 
Proposal 1: RAN3 considers the inter-donor-DU local re-routing in topology redundant scenario.
Proposal 2: IAB node is configured mapping relationship between the source path BAP address and redundant path BAP address.
Proposal 3: RAN3 considers configuring the mapping relationship to IAB node via F1AP message.

Issue 2: Source IP filter
As shown in 38.401 [2], the IP layer is configured in donor-DU. The change of donor-DU could cause the IP address change. When the target donor-DU identifies that the IP address of buffered packets do not belong to it, target donor-DU will discard them base on source IP filter. There are two potential methods to solve this problem: 
Option 1: exchange the IP address via donor-CU
During the donor-CU configure the redundant path to migrating IAB node, it also sends the IP address of source donor-DU to target donor-DU. Only the redundant paths need to exchange the IP address for local re-routing.
Option 2: suspend the source IP filter in target donor-DU
For redundant path, the source IP filter can be suspended all the time in target donor-DU. On the other hand, the target donor-DU also can suspend the source IP filter when local re-routing happens. The suspending time maybe after donor-CU decides to migrate the migrating IAB node to target path. Donor-CU notifies the target donor-DU to suspend source IP filter via F1AP message. 
Proposal 4: RAN3 considers the option 1 and option 2 to address source IP filter in inter-DU local re-routing.
2.2. Inter-donor-CU local re-routing 
According to the agreements in last RAN3 meeting, the inter-donor-DU local re-routing should be supported in R17 IAB, which may include the inter-donor-CU scenario. We analyse whether the inter-donor-CU local re-routing can be considered in topology redundant.
The related conclusions of inter-CU topology redundant are shown as below [3]:
	· WA: In Rel-17, RAN3 agrees to support the following scenarios for inter-donor topology redundancy with the principle that an IAB-DU only has F1 interface with one Donor-CU:
    - Scenario 1: the IAB node is multi-connected with 2 Donors. 
[bookmark: _GoBack]   - Scenario 2: the IAB node’s parent/ancestor node is multi-connected with 2 Donors.
· Agree LS to RAN1 (cc to RAN2) 
The inter-donor topology redundancy is applicable for F1-U traffic:
-	FFS on how to support data transmission of UE bearers via 2 donors.
-	FFS on the granularities of the load balancing for F1-U traffic.


According to the above agreements, the inter-CU topology redundant may have some physical resource allocation problem and pending to RAN1’s feedback currently. Moreover, the inter-CU topology redundant is not support F1 interfaces terminate at different donors, which is not suitable for inter-CU local re-routing. 
If we not limited the inter-CU local re-routing in topology redundant scenario, the IAB nodes will have no mapping relationship of BAP address. One of the traditional issues is that the migrating IAB node cannot change the BAP headers of buffered packets. The buffered packets will be discarded. Therefore, RAN3 can further analyses whether the inter-donor-CU re-routing is feasible.
Proposal 5: RAN3 further analyses whether to support inter-donor-CU local re-routing.
[bookmark: _Toc423019950][bookmark: _Toc423020279][bookmark: _Toc423020296]3. Conclusion
Based on the discussion in this paper, we propose the following:
Proposal 1: RAN3 considers the inter-donor-DU local re-routing in topology redundant scenario.
Proposal 2: IAB node is configured mapping relationship between the source path BAP address to target path BAP address.
Proposal 3: RAN3 considers the mapping relationship via F1AP message.
Proposal 4: RAN3 considers the option 1 and option 2 to address source IP filter in inter-DU local re-routing. 
Proposal 5: RAN3 further analyses whether to support inter-donor-CU local re-routing.
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