3GPP TSG-RAN WG3 #110-e                                                                                R3-207168
2-12 November 2020 Online

Agenda Item:
13.3.2

Source:
CATT - Moderator

Title:
CB: # 16_IABmultiHop - Summary of email discussion

Document for:
Discussion
1 Introduction

CB: # 16_IABmultiHop

CATT 6298

- ‎Topology-wide fairness requires that UE experience the same QoS for the same service regardless of the number of hops between the UE and the Donor CU.

- IAB-node is provided with topology information by donor-CU, e.g., the number of remaining hops in the upstream or downstream.

- IAB-node is provided with HbH PDB by donor-CU.

HW 6670

- routing redundancy enhancement, which allows IAB node rerouting upstream data through its child node with dual connection in case of BH RLF, should be considered in Rel-17.

- Rel-17 IAB allows local re-routing in BH link for other cases (e.g. congestion mitigation, load balancing, etc.) in addition to BH RLF. 

- Rel-17 IAB should support the inter-donor-DU re-routing, to support the data lossless when topology update. 

- discuss how to avoid packet dropping due to source IP filtering to support the inter-donor-DU re-routing, e.g. how to enable the target IAB-donor-DU update its source IP filtering configuration to allow the re-routed packets pass the IP address checking.

(CATT - moderator)

Phase 1: Please comment before the Thursday, Nov. 5, 2400 UTC
Phase 2: TBD
2 For the Chairman’s Notes
Propose to capture the following:

Proposal 1: Topology-wide fairness can be discussed in RAN2 firstly. 

Proposal 2: Local re-routing in other scenarios, e.g. congestion mitigation, load balancing can be discussed in RAN2 firstly.
Proposal 3: RAN3 supports inter-donor-DU local re-routing in R17 IAB, the detail can be discussed at later stage.
3 Discussion 
3.1 Topology-wide fairness 

In [1], it’s mentioned that topology-wide fairness should be focused on UE experience rather than IAB-node. Topology-wide fairness requests that UE with different hops have the same QoS for the same service regardless of where a UE attaches to the IAB network. To define the Topology-wide fairness, any new end-user QoS metric is necessary to be defined based on the existing 5G QoS framework.
· Question 1: How to define the Topology-wide fairness? It should be focused on UE experience or IAB-node?
Option 1: Based on UE experience, e.g., UEs with different hops have the same QoS
Option 2: Based on IAB node experience 
	Company
	Answer
	Comment

	Samsung
	
	Shall we discuss this in RAN2 first?

	Ericsson
	
	Agree with Samsung, seems like a RAN2 topic.

	Nokia
	Option 1
	Ok to be discussed in RAN2

	Qualcomm
	
	This is in RAN2 scope

	ZTE
	
	This is in RAN2 scope

	Huawei
	
	Agree with majority, should be discussed at RAN2.

	CATT
	Option 1
	It could start with RAN2 firstly

	Apple
	Option 1
	

	Intel
	
	This should discuss in RAN2 first

	AT&T
	Option 1
	We are OK to discuss in RAN2

	Verizon
	Option1
	Ok to discuss first in RAN2

	Futurewei
	
	Currently being discussed by RAN2. No need to duplicate the discussion in RAN3.


Summary: 5 companies agree that topology-wide fairness should base on UE experience. However, all companies consider this is a RAN2 issue. So moderator suggests discuss it in RAN2 firstly.
The latency will be different for the same service in the upstream or downstream for different UEs with different number of hops between the UE and the Donor CU. In R16, IAB-node doesn’t have the information, such as the number of remaining hops in the upstream or downstream. Thus, the traffic QoS for UE is difficult to be guaranteed.
Question 2: Is it necessary to introduce new information between Donor CU and IAB node for topology-wide fairness, e.g., the number of remaining hops in the upstream or downstream?
	Company
	Answer
	Comment

	Samsung
	
	When setting the QoS per-hop, the donor CU already takes the number of hops into account. So, from RAN3 point of view, the number of remaining hops may not need. 

Anyway, we think this should be discussed in RAN2 first. 

	Ericsson
	
	Similar view as Samsung - this is not necessary. Instead, the IAB-Donor-CU should map the UE bearers to appropriate BH RLC channels on all the links.

	Nokia
	
	Need to be discussed in RAN2.

	Qualcomm
	
	This is in RAN2 scope.

	ZTE
	
	We share the similar view with Samsung and Ericsson, the number of remaining hops is not essential for the fair scheduling. In order to improve fairness, what we need to do is to ensure the IAB-node to identify the traffic in fairness granularity and accurately deal with that traffic’ QoS at that hop. 

Anyway, this is pending on RAN2’s progress.

	Huawei
	
	Discussed in RAN2 firstly.

	CATT
	
	For topology wide fairness, IAB DU should consider the remaining hops in the upstream or downstream, i.e., IAB DU schedules the same QoS with larger remaining hops firstly

	Apple
	
	Agree that number of hops might not be essential here and this item should be pending RAN2 progress.

	Intel
	
	Discuss in RAN2 first

	AT&T
	
	A single-hop scheduling algorithm would simply follow the assigned per-hop QoS for each bearer, which is what some companies seem to be indicating in the discussion above. However, a multi-hop scheduling algorithm may be able to provide better topology-wide fairness by considering more information beyond just the assigned per-hop QoS. As we have shown in R2-2009332, a multi-hop scheduling metric can be exchanged across IAB nodes to facilitate such multi-hop scheduling and provide better performance. In any case, this issue should be discussed in RAN2, as already commented by several companies.

	Verizon
	Yes, but …
	More info than number of hops would be needed to provide topology-wide fairness to UEs. As Samsung pointed out, the number of hops could be accounted already at the CU. The framework and exact info needs to be be discussed.  

	Futurewei
	
	Currently being discussed by RAN2. No need to duplicate the discussion in RAN3.


Summary: Majority companies think that CU already takes into account the number of hops, while others consider more info may provide better topology-wide fairness to UEs. As companies’ suggestion, this issue could be discussed in RAN2 firstly.
Proposal 1: Topology-wide fairness can be discussed in RAN2 firstly. 

3.2 Multi-hop latency
3.2.1 Local re-routing in intra-CU migration

In R16, the routing redundancy for IAB node relies on the dual connectivity of the IAB-MT, i.e. an IAB node may connect to 2 parent nodes. Such routing redundancy with DC will be beneficial for the robustness and data rate improvement for wireless BH link. If the IAB node only connects to one parent node, there seems no available redundant link and may impact transmission for the IAB node and some descendent nodes. In paper [2], it considers the following routing redundant enhancement.
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Figure 1 Example for redundancy path relies on child node.
When the IAB node 1 fails the BH RLF recovery, there still exist one alternative path between the IAB node 1 and the IAB donor: IAB node 1→IAB node y →IAB node 2→IAB donor.

Question 3: Is it necessary to enhance local re-routing in intra-CU migration, e.g., allows IAB node rerouting upstream data through its child node with dual connection in case of BH RLF? 

	Company
	Answer
	Comment

	Samsung 
	No
	This has been discussed in last RAN3 meeting and no consensus was achieved. We propose to not discuss this at this stage. Maybe we can revisit at later stage. 

	Ericsson
	No
	This is a RAN2 issue, discussed in the RAN2 email discussion #903, and, according to our information, RAN2 has deprioritized this issue.

	Nokia
	No
	RAN2 issue. RAN3 only discuss it if it is confirmed by RAN2. 

	Qualcomm
	
	This is FFS in RAN2.

	ZTE
	
	RAN3 should wait for RAN2.

	Huawei
	Yes
	We support this, but fine to discuss at RAN2 first.

	CATT
	
	Maybe we can wait for RAN2.

	Apple
	
	This is pending RAN2 discussion.

	Intel
	
	Currently discussing in RAN2

	Futurewei
	
	Currently being discussed by RAN2. No need to duplicate the discussion in RAN3.


Summary: Discuss in RAN2 firstly.
As [2] mentioned, in R16, the local re-routing decision is only allowed when the matched egress BH link is RLF. Nevertheless, the local decision for re-routing is also beneficial for some other cases, e.g. congestion mitigation, load balancing. For example, as shown in Figure 1, if the link between IAB node y and IAB node 1 is congested, the IAB node y can transmit very limited packets to the IAB node 1, and those packets which should be transmitted via IAB node 1 according to the carried BAP routing IDs will be stacked at the IAB node y. Then there are two risks, one is that the buffer in IAB node y may overflow, another one is that some stacked packets may over lifetime even if they can be transmitted after the congestion mitigation. If the IAB node y can perform re-routing for these stacked packets as early as possible, the above two risks can be avoided. In [2], it propose to allows local re-routing in BH link for other cases (e.g. congestion mitigation, load balancing, etc.) in addition to BH RLF in R17 IAB.
Question 4: Is it necessary to introduce local re-routing in other cases?

Case 1: Congestion mitigation
Case 2: Load balancing
Case 3: Others (if selected, please provide the details)

Case 4: No need to introduce local re-routing in other cases

	Company
	Answer
	Comment

	Samsung 
	
	We support to discuss local re-routing in other scenarios. However, it seems to be in RAN2 scope.  

	Ericsson
	
	This is a RAN2 issue. It was discussed in the RAN2 email discussion #903 and the outcome is that the claimed benefits need to be studied in more detail in RAN2. 

Our view is that local decisions are made on limited information and can lead a network to overall suboptimal situation

	Nokia
	
	RAN2 issue. RAN3 only discuss it if it is confirmed by RAN2.

	Qualcomm
	
	Agree with Ericsson. This is in RAN2 scope.

	ZTE
	
	Agree with QC.

	Huawei
	
	Support to allow local re-routing in case 1 and case 2.

	CATT
	
	Not preclude local re-routing in other cases. The benefit that it could reduce packet loss or service interruption, however, CU would more suitable for execute routing configuration. 

	Apple
	
	Again probably good to wait on RAN2 first.

	Intel
	
	Currently discussing in RAN2

	AT&T
	
	We support local rerouting for cases 1 and 2

	Verizon
	
	We are open to local re-routing for other scenarios including 1 and 2, but overall impact needs to be considered. 

	Futurewei
	
	Currently being discussed by RAN2. No need to duplicate the discussion in RAN3.


Summary: 5 companies support introducing local re-routing in other cases. However, others prefer discuss it in RAN2. Maybe we can discuss the other scenarios after RAN2 has conclusions.
Proposal 2: Local re-routing in other scenarios, e.g. congestion mitigation, load balancing can be discussed in RAN2 firstly. 
3.2.2 Packet loss
In [2], it consider that if IAB node 1 performs inter-donor DU migration or BH RLF recovery, and it connects to a new IAB-donor-DU 2 which is different from the original IAB-donor-DU 1, then all the packets destined to the original IAB-donor-DU 1 buffered in this IAB node 1 will not be able to be transmitted via the new path to the new IAB-donor-DU2. Because re-routing not allow changing carried BAP address to a new donor DU in R16. It would cause packet loss.

Question 5: Whether should R17 IAB support the inter-donor-DU re-routing?

	Company
	Answer
	Comment

	Samsung
	
	If the intention of inter-donor-DU re-routing is to tackle the source IP filtering issues during the inter-donor migration, we agree to support it in Rel-17.

	Ericsson
	
	The packets sent by the UEs directly/indirectly served by the IAB node recovering from RLF are encrypted with the keys pertaining to the old donor CU. How can these packets ever be decrypted by the new donor CU? 

We think that the focus should rather be on avoiding the unnecessary transmissions, exemplified in the above scenario.

	Nokia
	Yes
	We think this is only about those UL packets with destination set to source Donor and source IP address is related to Source Donor. When these UL packets are sent over target path (e.g. including a Donor-DU of target Donor), these UL packets will be dropped in the Donor-DU of target Donor due to source IP filtering. 

	Qualcomm
	
	This is useful in case the wireline network does not apply ingress filtering. This is up to operator configuration and implementation. The CU can configure the same BAP address on various IAB-donor-Dus so the BAP address does not need to change.

	ZTE
	
	Agree with Nokia.

	Huawei
	Yes
	This is very important to support the UL packet lossless, since the packets in the migration IAB node or recovery IAB node may contain UE’s PDCP PDUs, and without inter-donor-DU rerouting, the PDCP PDUs will be lost and cannot be re-transmitted by Ues, since they have been acknowledged by the RLC layer in the access link.
And these re-routed packets should be transmitted to the source donor CU, to ensure the deciphering is correct. Considering that the target IP address does not change, it is still the source CU’s IP address, so if the packet is successfully rerouted to the target donor DU, the target donor DU can forward this packet to the source CU using the IP routing. Therefore, the key issue is to allow these old UL packets being re-routed to the target donor DU, after the topology update.  

	CATT
	
	RAN3 can further discuss it. Local re-routing can address the source IP filtering and encrypted issues. However, this IAB node need has the ability that reconfigures buffer packets. 

	Apple
	Yes
	Agree with Nokia.

	Intel
	Yes
	We should support it. But like to see more details

	AT&T
	Yes
	Agree with comments from Nokia, Qualcomm and Ericsson. There may be some issues such as source IP filtering and encryption that need to be resolved in order to enable this functionality. However, it would be beneficial to recover potentially dropped packets for UL. 

	Verizon
	Yes
	

	Futurewei
	Probably yes
	It seems that RAN3 will likely have to find some work around to address source IP filtering.


Summary: Majority companies support the inter-donor-DU re-routing in R17 IAB to address UL packet loss. One company thinks that the focus should rather be on avoiding the unnecessary transmissions. Base on the majority companies comments, moderator suggests supporting the inter-donor-DU re-routing in R17 IAB.
Considering that the source IP filtering may be configured to the IAB-donor-DU, and the re-routed packets still use the old IP address which related to the source IAB-donor-DU as the source IP address, the target IAB-donor-DU may still drop the received re-routed packets which are supposed to be forwarded to the source IAB-donor-DU, since the source IP filtering checking may fails.
Question 6: If the answer of Q5 is yes, how to avoid packet dropping due to source IP filtering to support the inter-donor-DU re-routing?

	Company
	Answer
	Comment

	Samsung 
	
	To avoid the packet dropping due to source IP filtering, one possible enhancement is to let the target donor DU be aware of the additional source IP addresses used before migration. 

	Ericsson
	
	Please see our answer to Q5.

	Nokia
	
	The re-routing could be limited to the access IAB node, which is able to switch the source IP address properly.

	Qualcomm
	
	Up to operator configuration and implementation.

	ZTE
	
	Agree with Nokia.

	Huawei
	
	Samsung’s method is feasible, the target IAB-donor-DU may update its source IP filtering configuration with the information of the old source IP address, to enable the re-routed packets pass the IP address checking.

	CATT
	
	There are two ways to address source IP filter.

One is the access IAB node reconfigure the buffer packet from source IP to target IP address. The other one is sending the source IP to target DU.

Both of above ways could be considered.

	Apple
	
	Agree with Samsung solution but up to network implementation.

	Futurewei
	
	Does the target DU actually perform source IP filtering? Or is it more likely performed by some middle-boxes in the transport?


Summary: According to the comments in Q5, companies consider the issues of source IP filter and decryption in inter-CU re-routing. Some solutions are raised i.e., let the target donor DU be aware of the additional source IP addresses used before migration. For this stage, moderator suggests supporting local re-routing firstly. The detail solutions for source IP filter and decryption can be discussed in phase 2 or next meeting.
Proposal 3: RAN3 supports inter-donor-DU local re-routing in R17 IAB, the detail can be discussed at later stage.
3.2.3 Discard mechanism
In R16, whether IAB-node can discard the packets which PDB cannot be met is left into implementation. If IAB-node does not discard the expired packets, it would increase the possibility on congestion. To achieve the expired packets discarding, the IAB node should have acknowledge of HbH PDB, so that the IAB node can discard the expired packets due to HbH PDB limitation. Thus, the HbH PDB can be provided by donor-CU [1].
Question 7: Is it necessary to provide HbH PDB by donor-CU to IAB node?

	Company
	Answer
	Comment

	Samsung
	
	It is in RAN2 scope. 

	Ericsson
	No
	The donor CU knows the network topology under its domain and each BH RLC channel and each route that is set up may have different levels of QoS, and hence can lead to different latency. When routing packets, the network may choose an appropriate route to meet the QoS requirements including latency requirements. 
So, there is no need to provide HbH PDB but rather to assign a path and BH RLC channels (on the links of the allocated path) that fulfill the QoS requirements.

	Nokia
	No
	When Donor-CU initiate F1AP to configure BH RLC CH, Donor-CU can configure the appropriate QoS. As discussed in [1], it is up to the implementation to discard the packet. So not sure about the issue to be addressed. 

	Qualcomm
	
	This is in RAN2 scope.

	ZTE
	
	TS 38.473 has the following description for the QoS of BH RLC channel. “For a BH RLC channel, the Packet Delay Budget defines the upper bound for the time that a packet may be delayed between the gNB-DU and its child IAB-MT.” It seems that in Rel-16, the IAB node have already been able to obtain HbH PDB requirement. What we need to do in Rel-17 is to enhance the discard mechanism since the intermediate IAB nodes lack information on how and when to discard packets.

Anyway, this issue could be discussed in RAN2 first.

	Huawei
	
	Share same view as Nokia.

	CATT
	
	Even CU assigns a BH RLC and route fulfills the QoS requirements, it also may meet the quality of link changed during data transmitting. Because IAB case has a long transmit path. The HbH PDB can help IAB node to discard packet when it buffer over threshold time.

 For R16, there is no description that all IAB nodes configure PDB or just access IAB node. As ZTE said, intermediate IAB nodes lack information on how and when to discard packets.

	Apple
	Yes
	But this is first RAN2 scope.

	Intel
	
	In RAN2 scope

	Futurewei
	
	Currently being discussed by RAN2. No need to duplicate the discussion in RAN3.

Furthermore, our understanding on HbH PDB is similar to ZTE. We think this should already be supported.


Summary: 6 companies think this is in RAN2 scope. 3 companies mention that CU may choose an appropriate route to meet the QoS requirements including latency requirements, and discard mechanism is up to implement. However, 2 companies think it is useful. HbH PDB can help IAB node to discard packet in time when the quality of link changed during data transmitting. Generally, this issue can be discussed in RAN2. 
3.3 Other potential issues

Question 8: Are there any other issue(s) that need to be addressed to improve the multi-hop performance? 
	Company
	Comment

	
	 

	
	

	
	


4 Conclusion, Recommendations

Proposal 1: To be added

It is proposed to implement the above proposals above in the following TPs: To be added
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