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1 Introduction

CB: # 27_EnhDataColl_StdImpact

SS 6043

For energy saving, AI model can set energy saving strategy in advance or predict the load.

For energy saving, AI model can be deployed to CU.

For mobility management, AI model can set the mobility strategy, including but not limited to: 

- whether to do handover, 

- when to trigger handover, 

- which node to be the target, 

- whether to (de)activate DC, 

- which node to be the source.

For mobility management, AI model can be deployed to CU.

ZTE,CU 6092

Take the given AI Framework for RAN as the baseline, and capture it in TR.

AI-based RAN Architecture as shown should be captured in TR.

Xn Interface should be enhanced to support the given functions in order to support AI.

QC 6172

Enhance NRM interface (TS 28.541, SA5-owned, RAN3 can send requirements) for:

- ML model delivery

- New ML policy delivery (use case driven)

- New data to collect from RAN (use case driven).

Define procedure for data registration and discovery

Driven by use cases, enhance F1, E1, Xn interface for 

- New ML policy/configuration based on model output

- New data to collection for model input and training.

CATT 6340

transfer long UE history information and long-term UE future location predicted from NWDAF to RAN and how to exchange information needs further discussion.

transfer historical date from NWDAF to RAN. It is FFS on how to transfer the information.

exchange load forecast between neighbor nodes via Xn interface.

E/// 6436

Traffic steering -> Uu, Xn impact

QoS monitoring -> F1-C, RAN-OAM interface impact

improved RRM -> Uu, F1-C, Xn impact

(captured in 6437)

HW 6731

focus on the essential part of AI/ML function within RAN side, e.g. data collection and inference within a gNB.

reuse current scheme, MDT-like messages for instance, as a baseline for data collection, and study the necessary spec impacts over Xn/F1/NG/E1 of implementing inference result.

CMCC 6782

discuss the potential architectures to support AI enabled RAN intelligence.

capture the architecture alternative in the TR 37.817.

Chair: (if agreeable)

- merge/revise/agree TPs on architecture framework: 6092, 6782?

- include detailed impacts on interfaces: 6436 (part of 6437)

- include high-level function description, info to be transferred: 6043, 6340

- possible RAN-OAM enhancements: 6172?

- proposal to reuse MDT scheme: 6731?

(SS - moderator)

Summary of offline disc R3-206875
2 For the Chairman’s Notes

Propose to capture the following:

Proposal 1: 
To be continued on how to enable the AI related functions in current RAN architecture.
Proposal 2: 
The enhancement of network interfaces is studied to support AI enabled RAN intelligence based on the agreed use cases.
Proposal 3: 
Coordinate with other working groups later for NRM enhancement when needed.
Proposal 4: 
Detailed AI functionality and interface impacts could be studied case by case for the agreed use cases later.
Proposal 5: 
Reuse the existing procedures for SON/MDT as the baseline for data collection or SON related use case where it fits. And additional enhancement/new signaling is studied when needed.
3 Discussion

3.1 AI-enabled RAN architecture

In [2], the AI-enabled non-split architecture is proposed as 
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In [7], three architectures are proposed to support AI enabled RAN intelligence as distributed/centralized/hybrid RAN architecture
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Q1-1: Do you think AI enabled RAN architecture should be captured in the TR ? If yes, which one do you prefer?

	Company
	Comment

	ZTE
	Prefer AI-based RAN Architecture in [2].As we replied in CB#25, the detail logical AI functions in AI entity depends on use case. Data Collection and Action are usually should be located in NG-RAN node for those use cases identified for RAN optimization. While Model Training and Model Inference can be both located in a single place, e.g. OAM system or NG-RAN node, or Model Training is located in the OAM system, and Model Inference is located in the NG-RAN node. 

The Architecture for dis-aggregated NG-RAN node was added as above.

	Fujitsu
	No strong preference, but happy to capture AI enabled RAN architecture

	Intel
	We should discuss AI/ML framework definition (centralized/federated/distributed learning) and LCM first, then discuss the architecture options.

	Deutsche Telekom
	In principle, we don’t need a dedicated figure for an AI-enabled RAN architecture, if we agree to the high level principle, that the study is based on the current RAN architecture and interfaces (see CB #25). This means that AI/ML algorithms/functions can be implemented in every RAN node both in aggregated and disaggregated architecture. We have to evaluate primarily the impact on interfaces and procedures applied.

Comments to above figures:

In [5] no AI entity is given for 5GC. Why? What is the definition of an AI entity? Just a NW function or a dedicated logical node?

In [7] the dedicated centralized DCA nodes would violate the high level principle mentioned above.

	Nokia
	In [2], only the first non-split architecture is described. We are not sure from which contribution the second figure on split architecture is taken. In any case, we think that the architecture described in [2] could be acceptable to be captured in the TR but at a later stage. When it comes to the RAN-DCA architecture in [7], such would require changes in the NG-RAN architecture which is against the general objective of this study item.  

	Huawei
	Maybe we should firstly reach some basic principle, e.g. focus on the existing architecture, with this principle, we think we should not introduce a new node or new logical entity. And, as discussed in other CB, the place of AI/ML function or DCA here, could be in CU or even DU, pending on different use case, and the main function of DCA should be inference.

	Samsung
	Based on the feedback so far in CB [25], it seems we will agree to focus on the current NG-RAN architecture. 

For the AI functionality, it could be in NG-RAN node or CU or DU depending on use cases.

	Ericsson
	We agree with the second and third figure. Although the definition of an exact host for the AI model will be discussed on a use case by use case basis. On the proposals in [7] we share the same opinion as Nokia: they imply a change in the RAN architecture and that should be avoided.

	CMCC
	Actually in [7], there are three architectures, the first and second shown as below we think is indeed based on the current architecture. 
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DCA which consists of data collection and inference is inside gNB or gNB-CU. 
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Local DCA is the function of gNB or gNB-CU, mainly performs the inference, while centralized DCA performs the training, the training can be in OAM.

	CATT
	We may first work out what input / output is benefit for a given use case / prediction function, and how much is the benefit, and then decide where to put the AI function.

	Qualcomm
	Agree with Ericsson. We can capture second and third figure into TR for further study.


Moderator’s summary:

5 companies prefer to set the principles/definition/use case firstly, then discuss the architecture at a later stage. 1 companies prefer architecture in [2]. 1 company prefers architecture in [7]. 2 companies agree the second and the third figure.  1 company thinks there is no need to include such figure in TR. 1 company has no strong view.
There is no majority view.
Proposal 1: 
To be continued to discuss AI enabled RAN architecture.

3.2 AI framework for RAN

[2] proposed to include the high level AI framework for RAN as shown below and the four functional components in the TR.

Rapporteur comment:

Please note that AI framework was also discussed in CB#25. The issue should be discussed in one place i.e. either in CB#25 or in this CB. Considering more companies submitted contributions in CB#25, the rapporteur proposed to discuss this proposal in CB#25. If this is agreeable, the rapporteur will add this option to 3.3 in CB#25.
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If a company think the proposal should be discussed here, welcome the comments.

	Company
	Comment

	ZTE
	Fine to discuss this LCM flow as Option4 related to 3.3 in CB#25.

Companies can provide the comments there together with other LCM flow options.

	Fujitsu
	Agree that companies can provide the comments in CB#25

	Intel
	We think it would be good to discuss in CB#25 to avoid overlapping discussion.

	Deutsche Telekom
	We prefer to discuss this in CB #25 where we also referred to that figure in one of our comments. 

	Nokia
	We think that this AI Framework does not capture all the details for AI and should not be discussed.

	Huawei
	As discussed in CB#25, we think LCM is an SA5 conception, not sure if we should discuss here in RAN, and there is also related SI ongoing in SA5.

	Ericsson
	Comments provided n CB#25

	CMCC
	Discussed in CB #25

	CATT
	Agree to add this into CB#25.

	Qualcomm
	Agree to discuss in CB#25


Rapporteur Summary:

The AI framework will be discussed in CB#25. Pls input there.
3.3 Interface enhancement

[2]-[6] proposed to enhance the existing interfaces in RAN side to support the AI, inc. Xn, E1, F1 for AI input/output delivery. 

The proposals:

· The enhancement of Xn/E1/F1 interface is studied to support AI enabled RAN intelligence.

· The enhancement is to support

· collected data delivery for ML model input and training

· delivering generated policy/prediction from ML model

· AI function management: start/stop AI function

· AI model management: model delivery

· AI measurement management: AI measurement report exchange

Companies are invited to give your views on the above proposals.

	Company
	Comment

	ZTE
	Data collection can be included in AI measurement management. Delivering generated policy can be included in AI model management. The Action or output exchange for each use case can reuse the current interface 
ignaling with proper enhancements.

Therefore, the below AI related interface functions need to be defined and discussed further:
- AI Function Management: This function enables the AI function(s) start/stop between the NG-RAN nodes, if the AI function(s) supported by both nodes.
- AI Model Management: This function enables one NG-RAN node to retrieve the ML model from the peer NG-RAN node. With this function, the updated ML model can be synchronized between NG-RAN nodes.
- AI Measurement Management: This function allows AI measurement report between NG-RAN nodes.

	Fujitsu
	Agree that Interfaces can be enhanced if required

	Intel
	We agree the general concept of studying what enhancements for all these interfaces are needed, but it’s too early to agree in details such as “start/stop AI function”, etc.

	Deutsche Telekom
	We agree to discuss interface enhancements, but we should first define the AI/ML framework and LCM for RAN intelligence. This will help to differentiate between interface enhancements needed from signaling and from management (OAM) perspective. E.g. AI model management we see under responsibility of OAM.

	Nokia
	In our view Xn/E1 and F1 interfaces need to be studied to support AI. 

We think that it is too early to discuss provision of enhancements for data delivery for ML model input and training, delivery of the generated policy/prediction from ML model, start/stop AI function, and AI model delivery. At this stage it is not clear whether an AI measurement report is needed to be exchanged and what would be the content of such report.

	Huawei
	Technically, for sure there will be impacts on Uu, X2/Xn, F1/E1 even maybe NG interface, pending on different use cases and different solutions, but not sure if we need to go into details in that direction during study item phase. Maybe we could take one majority-favored use case, e.g. energy saving, as an example to have some analysis.

	Samsung
	Agree that enhancement of Xn/E1/F1 interface is studied in this SI.

Support the enhancement can be done for 1) input/output data delivery, 2) generated policy/prediction delivery. It is too early to discuss the enhancement for start/stop indication and model delivery. It’s not clear what’s AI measurement report exchange.

	Ericsson
	Interface enhancements can be identified only on the basis of use cases. Therefore we should first identify use cases and then identify how interfaces are impacted. 

We would however like to point out that signaling of a model over the interfaces would contradict the principle that the model is implementation specific. Namely, if a model is not specified, how can two nodes signal it between each other, if these nodes would not know what the model is? Therefore we think that signaling of models over the interfaces should not be considered.

	CMCC
	The interfaces of Xn/F1/E1 and even NG will be affected. We could analyze the impact on the interfaces based on use cases, and identify some common functionalities of the interface to enable the AI related optimization

	CATT
	Agree with the first proposal.

For the second proposal, in principle we agree with the first 3 items (at least). But we don’t think we need to consider these without downing into use cases / prediction functions—impact on interfaces can be the natural output of them.

	Qualcomm
	Agree with first proposal.

On second proposal, 

· agree with the first two bullets

· FFS for bullet 3-5. These can be discuss in future meeting based on use case. 


Moderator’s summary:

Most companies agree that enhancement on Xn/E1/F1 interface is studied in this study item. Some companies state it is too early to study the details of enhancement before agreeing the use cases.
Proposal 2: 
The enhancement of Xn/E1/F1 interface is studied to support AI enabled RAN intelligence based on the agreed use cases.
For the interface between RAN and other entities, [5] proposed to study on the impact on RAN-OAM interface. [6] mentioned the requirement of study on NG interface for implementation inference result, [6] also proposed that the study should focus on the essential part of AI/ML function within RAN side, e.g. data collection and inference within a gNB.

Companies are invited to give your views on whether to impact on NG interface and RAN-OAM interface.

	Company
	Comment

	ZTE
	No need to study on the impact on RAN-OAM interface as usual.

	Fujitsu
	This can be handled by other groups

	Intel
	First, we think for this study item, we should not limit AI/ML function within RAN side. CN-RAN, RAN-UE can also be studied in this SI. Thus, such impact to interfaces should also be considered. 

	Deutsche Telekom
	This issue is related to AI/ML framework/LCM discussion in CB #24. In the RAN3 SI we should focus on use cases where at least the inference engine is located in RAN nodes as other use cases are already covered by SA2 and SA5. Nevertheless, the interface especially to OAM is seen as important w.r.t. interrelation with the ML training engine. 

	Nokia
	We believe that enhancement of RAN-OAM interface is needed. NG interface enhancement depends on how much we will couple AI in the RAN and in the core network.  

	Huawei
	For RAN-OAM, it is SA5 work; for NG interface, whether there are any impacts or not is pending on the use case and solutions.

	Samsung
	NG interface impacts can be discussed if required for the identified use cases. Impact on RAN-OAM should be handled by SA5 firstly.

	Ericsson
	It is RAN3 to run the study and to derive any requirement on interfaces between the RAN and other systems. Hence, if use cases are identified that impact the NG or RAN-OAM interface, RAN3 will need to identify what requirements are placed on these interfaces and liase with the relevant groups to progress the work. 

We believe that at least the RAN-OAM interface is an important interface for the AI/ML work, as it can be used to transfer augmented information to OAM.

	CMCC
	Similar view as DT and Ericsson, RAN-OAM interface is essential for the AI workflow and should be considered in RAN3, especially in the case that AI training is performed at the OAM. 
RAN3 should work on the requirements on the RAN-OAM interface, e.g., the input information needed for an AI model or the output information produced by an AI model. 
Even further, RAN3 could define the contents to be transmitted over RAN-OAM interface as container; SA5 could just decide how to convey it via SA5 defined interface between RAN-OAM. Similar as the way we did for RAN3 and RAN2, RAN2 defines some inter-node signaling, it was exchanged over RAN3 network interface.

	CATT
	Agree with Huawei.

	Qualcomm
	Agree with CMCC. The RAN-OAM interface is essential for this study. Although the interface is not owned by RAN3, we can send LS to SA5 and define the radio parameter details in a container similar to what we did for GTP-U.

For NG interface, we should check based on use case. It is possible that ML model inference output enforcement requires new NG parameter. 


Moderator’s summary:

6 companies support to study RAN-OAM interface in this SI. 5 companies prefer RAN-OAM interface to be handled by other working group.
Some companies propose to study NG interface. 
There is no majority view.
In [3], it was proposed to enhance NRM interface (28.541) for:

-
ML model delivery

-
New ML policy delivery (use case driven)

-
New data to collect from RAN (use case driven).

(Note: this interface is owned by SA5. RAN3 can send requirement to SA5)

Q2-1: Do you support to enhance the NRM interface in this study item?

	Company
	Comment

	ZTE
	Co-ordination can be performed later when needed.

	Fujitsu
	Agree with ZTE that coordination can be performed later when needed.

	Intel
	FFS, to be discussed later

	Deutsche Telekom
	The NRM interface is under responsibility of SA5. Therefore, we should rely on SA5 work for our description of the AI/ML framework incl. of LCM and ask SA5 via LS if assumptions made by RAN3 fit with OAM approaches for AI/ML SA5 is working on (see also our comments to CB #25).

	Nokia
	In our view, we should coordinate with SA5 on enhancing the NRM specification.

	Huawei
	Similar view as ZTE.

	Samsung
	Same view as ZTE. 

	Ericsson
	We should focus on the architecture and interfaces that are of pertinence to RAN3. Eventually, if our work derives in requirements on other systems, we should identify such requirements and communicate them to other grops. The NMR is totally outside RAN3’s competence, so it does not sound plausible to study something that is outside our competence area.

	CMCC
	As the response to the previous question, RAN3 should work on the requirement on the interface and LS SA5 if needed.

	CATT
	Similar view as ZTE.

	Qualcomm
	Yes, this is related with last question. NRM is the RAN-OAM interface for SON and OAM CM/FM. We may reuse the interface for data and policy delivery.


Moderator’s summary:

Most companies agree to coordinate with other working groups later when needed. 1 company prefers that there is no need to study NMR in RAN3.
Proposal 3: 
Coordinate with other working groups later for NRM enhancement when needed.

3.4 Issue 3 AI functionality and detailed interface impact

[1], [4] and [5] proposed to define the AI functionality for different use cases, such as load prediction, UE trajectory prediction, QoS monitoring policy generation, radio condition prediction for energy saving, mobility management, QoS monitoring, RRM etc. use cases. Besides, [4] and [5] gave the detailed interface impacts for the proposed AI functionality. 

Rapporteur comment:

The potential use cases will be discussed in CB#26. It’s not clear yet which use cases will be confirmed. Based on the identified use cases, the standard impacts could be further studied case by case later. Thus it is proposed that:

· Detailed AI functionality and interface impacts could be studied case by case for the agreed use cases later.

Companies are invited to give your views on this proposal. Or if you think it is ready to discuss some detail impacts, input in the following is appreciated. 

	Company
	Comment

	ZTE
	At least the AI Function Management and the AI Model Management are valid for all use cases, while for AI Measurement Management, the detail measurement objectives could be studied case by case. 

	Intel
	We agree that such impact should be studied after we define use cases for this SI.

	Deutsche Telekom
	We agree with moderator’s proposal to study detailed AI functionality and interface impacts after use cases have been defined.

	Nokia
	We also agree that detailed AI functionality and interface impacts discussions should be postponed until the use cases are selected.

	Huawei
	Yes, detailed impacts, as commented for 3.3, this should be discussed case by case.

	Samsung
	Agree. After agreeing use cases, the detailed standard impact could be studied case by case.

	Ericsson
	Agree with the proposal to study standardization impact on a case by case basis. In [5] we tried in fact to identify the standardization impact for the use cases we presented.

	CMCC
	Ok to study standardization impact case by case.

	CATT
	Agree. To discuss these later.

	Qualcomm
	Agree to study the standard impact case by case.


Moderator’s summary:

Most companies agree to study detailed AI functionality and interface impacts case by case for the agreed use cases later. 
Proposal 4: 
Detailed AI functionality and interface impacts could be studied case by case for the agreed use cases later.

3.5 Others

In [6], it is suggested to reuse current scheme, MDT-like messages for instance, as a baseline for data collection.

Q5-1: Which current scheme can be used as baseline? SON, MDT and/or other schemes?

	Company
	Comment

	ZTE
	Some input data for AI can reuse current SON/MDT mechanism, while for some large scale input/output data exchange between NG-RAN nodes, the new designed signalling should be further studied, especially considering that the security requirement on AI related data over interfaces, and the robustness and reliability of AI related data transmission should be guaranteed.

	Fujitsu
	Depends on use case

	Intel
	For SON related use cases, we agree that current scheme for SON/MDT can be used as baseline.

For other use cases than SON (link adaptation, positioning, beam management, etc) should design a new scheme to collection data among different RAN nodes and UEs.

	Deutsche Telekom
	For measurement data exchange from data sources we can rely on SON/MDT messages. For other issues, e.g. output of AI/ML algorithms sent to other nodes we have to define first the details based on use case analysis.

	Nokia
	We should study reuse and enhancement of the existing SON/MDT mechanism on data collection for the purpose of AI/ML. Also, data exchange on the management plane should be considered in the SI.

	Huawei
	For data collection, we think there anyway existing procedures for SON/MDT could be reused; for the output of inference, reconfiguration/modification procedure could also be reused. Maybe we could have a working assumption that existing procedures should be taken as baseline and further discuss the necessity of new procedures when needed.

	Samsung
	The current mechanism for SON/MDT can be reused or enhanced for data collection. Study new signlling is necessary based on the use cases.

	Ericsson
	It is not very clear what is meant by SON/MDT schemes. Did we specify a generic SON/MDT scheme? In any case, signaling of data from UE and RAN nodes and between nodes in the system is something that has been used in various areas. We should of course reuse existing design, there where it fits the use cases and purposes identified.

	CMCC
	We could reuse as much as possible the existing data collection procedure. But additional enhancement may be needed depends on the use cases. 

	CATT
	Case by case.

In SON/MDT, there are some functions reusing current messages or even IE structures, and some functions use newly-defined messages. For AI it should be similar.

	Qualcomm
	AI/ML may require many data sources. MDT is just one data source.


Moderator’s summary:

Majority companies agree to support reusing the existing procedures for SON/MDT as the baseline for data collection or SON related use case where it fits. And additional enhancement/new signaling is studied when needed. 
Proposal 5: 
Reuse the existing procedures for SON/MDT as the baseline for data collection or SON related use case where it fits. And additional enhancement/new signaling is studied when needed.
In [3], it is proposed to define procedure for data registration and discovery

Q5-2: Do you support to include the procedure for data registration and discovery in the TR?

	Company
	Comment

	ZTE
	In[3], it said the data for model training may be stored at different locations. In model training, we need to gather the required data from multiple sources. A data registration and discovery mechanism should be useful for training host to get required data.
The concept has been included in the AI Measurement Management function.

	Fujitsu
	Depends on use case

	Intel
	Data registration/discovery/storage/update frequency should be studied in the TR.

	Deutsche Telekom
	We need more discussion on that topic after definition of RAN AI/ML framework and LCM. It may be useful to have such procedures to avoid extreme data traffic between nodes (just on-demand exchange of data).

	Nokia
	In general terms we support the idea of data registration and discovery (management plane) in the TR. However, this would need further detailing on how to do it, e.g.,  which entity collects the data and where it resides.

	Huawei
	Technically data registration and discovery should be part of AI/ML function, but on the other hand, we think model training should be outside of RAN area, and there is also SA5 work ongoing, this should be studied there.

	Samsung
	More discussion is needed on this after definition of RAN AI/ML framework and LCM. It’s better firstly discuss this in SA5.

	Ericsson
	We agree with Huawei that model training should be kept outside of the study work. We believe that we should start with agreeing principles by which a node should be able to request the input information needed for an AI model or the output information produced by an AI model, in order to have a more regulated data transfer system. 

	CATT
	Ok with the motivation, but the names seem a little bit strange for us. It will look quite like the existing load requesting and reporting messages over the interfaces, in our understanding.

	Qualcomm
	ML model training and inference require many kinds of data. It is useful to have a place to register the data type and location, so that training and inference hosts can find required data.   

Agree to study data registration and query in the TR. The details can be studied in future meetings.


Moderator’s summary:

6 companies agree to include the procedure for data registration and discovery in the TR. 5 companies are not ready to accept this.

There is no majority view.
4 Conclusion, Recommendations [if needed]

If needed
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