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1 Introduction

This is the SoD for the following comeback: CB: # 15_IABcongestionMitigation

The deadline for providing replies to Phase 1 is Thursday, November 5th at 23.59 UTC.
Relevant papers:

[1] R3-206004 Discussion on UP-based congestion mitigation in IAB (Samsung)

[2] R3-206210 Congestion Indication to CU-CP (Intel Deutschland GmbH)

[3] R3-206297 Discuss the improvements to DDDS for IAB UP-based congestion mitigation (CATT)

[4] R3-206563 Discussion on DL E2E flow and congestion control in R17-IAB (ZTE, Sanechips)

[5] R3-206589 Downlink End-to-End Flow Control in IAB Networks (Ericsson)

[6] R3-206590 CR TS 38.425 IAB End-to-End Flow Control Feedback (Ericsson)

[7] R3-206647 Discussion on using DDDS for IAB congestion mitigation (Nokia, Nokia Shanghai Bell)

[8] R3-206649 Discussion on CP-based approach for DL congestion mitigation (LG Electronics)

[9] R3-206671 Discussion on IAB E2E flow control (Huawei)

2 For the Chairman’s Notes

Proposal 1: An IAB node at the parent side of a congested backhaul link may send a congestion indication to the IAB-donor-CU-CP.
Proposal 2: RAN3 to discuss the information to be reported to the IAB-donor-CU-CP in the DL congestion indication.

Proposal 3: RAN3 to down-select between the following 4 solutions for IAB DL end-to-end flow control:

· Highest PDCP SN received from parent node;
· Bitmap of PDUs transmitted to lower layers out of sequence;
· Packet marking;
· Received volume and Receiving data rate.
3 Discussion

At the RAN3#109-e meeting the following was agreed:

UP-based and CP-based approaches for DL congestion mitigation in IAB networks are complementary.

In IAB DL end-to-end flow control, the access node sends feedback to the donor-CU-UP. 

Discuss the improvements to DDDS for IAB UP-based congestion mitigation (e.g. packet marking, highest PDCP SN received from parent node, receiving data rate, received data volume).

The measures taken by the donor-CU-CP based on the CP-based approach are up to implementation.

End-to-end UL flow control is deprioritized in Rel17.

In this Summary of offline discussion, only the proposals that do not contradict the above agreements are considered.

3.1 CP-based congestion mitigation

The contributions [2], [4], [8] and [9] discuss the CP-based congestion mitigation. In [4], [8] and [9] (as well as in [4], indirectly) it is proposed that the DL congestion indication is sent from an IAB node at the parent side of the congested link to the IAB-donor-CU-CP.

Q1: Do you support sending a DL congestion indication from an IAB node at the parent side of the congested link to the IAB-donor-CU-CP?

Paper [8] proposes that the trigger for congestion indication is a failure to resolve congestion during a given time period. Paper [3] proposes that the congestion indication is sent to the IAB-donor-CU-CP when the BAP flow control indicator has been sent N times, in relation to the same congestion event. Paper [4] proposes to discuss the triggering mechanism for sending the congestion indication. On the other hand, RAN3 usually does not specify triggers for sending various indications. Therefore, the corresponding question is formulated as follows:

Q2: Should RAN3 discuss the triggers for sending the congestion indication?

Paper [4] proposes to discuss the granularity and content of the congestion indication. Meanwhile, paper [9] proposes to report the indication per child link level, by enhancing the existing GNB-DU STATUS INDICATION in F1-AP.

Q3: Should the congestion be reported per child link level and should the GNB-DU STATUS INDICATION be used for this purpose?

	Company
	Answer and motivation

	Ericsson
	Q1: The use case and the claimed benefits need to be clarified. We think that the donor CU has enough information to take appropriate actions, if necessary. In legacy F1AP, we do not indicate the DU overload per UE, so it needs to be clarified why the DU should indicate which child link is congested. The CP-based measures are expected to kick in if the UP-based approach does not help. The main reason for congestion (i.e. queue build-up) is channel quality, whose deterioration, in general, is not expected to last long. Therefore, the use case is also unclear.

Q2: No. Even if the CP-based approach is specified, we should not specify triggers for an action, this is up to implementation.

Q3: No, see above.

	Qualcomm
	Q1: Yes. On use case and benefits: Opposed to wireline backhaul, which can be over-dimensioned, the wireless backhaul is a scarce resource. The IAB-donor-CU-CP holds the functionality to dynamically optimize the wireless backhaul by changing topology, routing and DU resource configuration and therefore maximize the effective BH capacity. This is only possible if the IAB-donor-CU-CP obtains refined information on the IAB-DU’s DL load/congestion. That is not the case for Rel-16 IAB.

Q2: Yes. Since the IAB-donor-CU-CP has to perform topology-wide optimization it is imperative to have comparable information from all nodes. Therefore, it should be able to determine the trigger conditions for such reports. This may be a novelty for RAN3, as the moderator pointed out, since before IAB, RAN3 was never faced with the problem to optimize a complex multi-hop wireless topology.
Q3: More discussion needed. On per-child-link reporting: It is not clear if this is necessary or if per-ingress-RLC-CH reporting may be sufficient. We need more discussion on the information reported. On GNB-DU STATUS INDICATION: We don’t have objections, but this issue is not so critical and can be discussed at later point in time.

	Samsung
	Q1: Yes

First, we understand the CP-based method is applied when the UP-based method does not help. 

Secondly, since mmWAVE is one of main deployment frequency for IAB, the link quality degradation is unexpected and the period of such degradation situation is variable. If it cannot be long, we understand UP-based method is enough. However, we cannot guarantee this in the real deployment. Thus, for congestion mitigation, it is better to cover the case that the congestion cannot be solved via UP-based method. 

Thirdly, for UP-based end-to-end method, we face a problem that the real congestion point is unknown to the donor node. Thus, based on information received by UP-based method, the donor CU-CP may not be able to have a clear view on how to adjust the routing path. At this moment, the CP can trigger a load reporting from IAB nodes to identify the congestion point along the routing path. 

Q2: Yes

Actually, in RAN3, the simplest triggering can be a polling indication. We think such method can be applied here. Specifically, if IAB donor CU-CP/CU-UP detects that the UP-based method cannot solve the congestion, it can send a polling indication to the IAB node(s), which triggers the congestion situation reporting. 

Q3: the congestion indication can be per routing path

For hop-by-hop flow control, buffer reporting per routing path has been defined. For CP-based method, we can also consider it since the IAB node routes the packets in the granularity of routing path.

We didn’t see any problem to use GNB-DU STATUS INDICATION. Since this is stage-3 issue, we are also open for the discussion. 

	ZTE
	Q1: Yes. We generally support the intermediate IAB node who detects DL congestion sending a DL congestion indication to the IAB-donor-CU-CP. Since for the long-term DL congestion, the specified flow control mechanism in R16 is not efficient enough to mitigate the congestion. It is necessary to consider the congestion information to be reported to IAB-donor-CU-CP who has full control over the IAB topology. With the reported congestion information, IAB-donor-CU-CP may consider to re-configure routing path, bearer mapping to mitigate the long-term DL congestion.

Q2: No. We think it is up to the intermediate IAB node’s implementation.

Q3: Yes, we agree to consider the content of congestion information and the associated F1-AP message, but the details need to be further discussed.

	Nokia
	Q1: We support extending the current F1AP Notify procedure to also cover BH RLC channels.

Q2: No – provided that the meaning of such an indication would be well-enough specified, i.e. not just “congestion”.

Q3a (per child link level): yes any indication to CU-CP should indicate the link in question to be useful.

Q3b (Status indication): no, see response on Q1.

	CATT
	Q1: Yes. 

RAN3 should consider the DL congestion indication to CU CP. The congestion would be cause by deteriorate link quality. It may last a long time, and link quality could not get better. In this case, CU CP congestion mitigation useful rather than UP base flow control. CP base solution i.e., configure new path could address this problem fundamentally. We should not exclude CP base even it as a backup solution for UP base.

Q2: Yes

If CU CP perform congestion mitigation, it needs know the congestion degree of all IAB node (or whether congestion or not). Then CU CP can re-configure routing path from a global perspective. The CP base congestion mitigation trigger condition for all IAB nodes should the same. Maybe we can set a number of times for UP base flow control as the trigger condition. Namely, when UP base flow control over a certain times, the CP base congestion mitigation could be triggered. The certain number is up to implement.

Q3: Per BH RLC channel.

CU CP should know which RLC channel, which means that DL congestion indication should per BH RLC channel. Actually, ingress link or egress link are both ok. Because the DL congestion not means UL also congestion. 

GNB-DU STATUS INDICATION is ok for this contribution, not preclude other signaling.

	Huawei
	Q1: Yes. Send feedback to the IAB-donor-CU-CP will be helpful for conduct some mechanisms mitigate the congestion, since the CU-CP is responsible for the resource configuration, and topology management. So the link level congestion indication to CU-CP will be beneficial. 

Q2: No. Should be up to IAB node implementation.

Q3: Yes. As our comments in Q1, if some BH links suffers congestion, the CU-CP can reallocate some air interface resources to the congested BH link and/or change the routing of some traffic flows to mitigate the congestion. So we think the child link level report will be helpful. For the F1AP message, we think the GNB-DU STATUS INDICATION is a good choice, since the intention of this message is to carry the load information of gNB-DU, the per child link load is also a kind of load information. 

	LGE
	Q1: Yes. If DL congestion is not solved by UP-based method, it may be needed to change routing path or reconfigure the BH RLC channel. This role is responsible for the IAB-donor-CU-CP. So, it is necessary to send a DL congestion indication from an IAB-node at the parent side of the congested link to the IAB-donor-CU-CP.
Q2: No. It is important for the IAB-node to know when a DL congestion indication should be sent to the IAB-donor-CU-CP. However, the triggering time is up to IAB node implementation e.g., a given time period during which the congestion situation is not resolved.
Q3: Further discussion is needed. We are fine with the use of F1-AP message in order to provide congestion information, but the details are necessary to be further discussed.

	Intel
	Q1: Yes, as we mentioned in our contribution, the indication is not a replacement, but rather as a complementary solution to UP based congestion mitigation

Q2: Yes, RAN3 should specify the triggering condition. Otherwise, the CU-CP has no control of under what condition the trigger will come in. As said in our contribution, the trigger can be based on BAP flow control mechanism. For examples, an IAB node should send a congestion indicator after a configurable number of BAP control feedback is triggered. When the number of times the BAP flow control feedback triggered has reached N (configurable), a congestion indicator is sent to the donor-CU-CP via F1-C
Q3: Using GNB-DU STATUS INDICATION is an option

	AT&T
	Q1. Yes

When congestion hot spots are developing in parts of the IAB network, currently there is no mechanism available to inform the CU-CP. Timely reporting of such congestion information directly to the CU-CP provides the possibility for the CU-CP to take pre-emptive corrective actions such as rerouting the data flow or making topology changes or changing resource configurations before such congestion has significant impact on user experience.

Q2. Yes

This should be standardized in order for the CU-CP to correctly interpret the meaning of the congestion indication. 

Q3. Yes

The reporting needs to be at a granularity that is actionable by the CU-CP. Therefore, reporting at a BH RLC channel level granularity makes sense. We are open to other suggestions as well. Reporting via GNB-DU STATUS INDICATION also makes logical sense, but if there are better alternatives, we are open to considering them.

	Verizon
	Q1. Yes, this can complement UP based congestion mitigation to avoid congestion hot spots.
Q2. Yes, to the level of providing enough clarity for parent node to interpret congestion indication correctly but allowing room for implementation flexibility. 
Q3. Details need further discussion.  


Summary:
A total of 11 responses was received.
Q1: Do you support sending a DL congestion indication from an IAB node at the parent side of the congested link to the IAB-donor-CU-CP?
· 10/11 companies answered affirmatively, while 1 company was against.

· Based on the replies, P1 is derived.
Q2: Should RAN3 discuss the triggers for sending the congestion indication?
· 6/11 companies answered affirmatively, while 5/11 companies were against.
· No proposal can be derived.
Q3: Should the congestion be reported per child link level and should the GNB-DU STATUS INDICATION be used for this purpose?
· 1/11 companies is against the entire concept.
· 5/11 companies think that further discussion is OK/needed.

· 5/11 companies have concrete proposals on reporting granularity:

· 2/11 companies propose to report per child link level.

· 2/11 companies propose to report per BH RLC channel.

· 1/11 companies proposes to report per routing path.

· Based on the replies, P2 is derived.
The proposals:

Proposal 1: An IAB node at the parent side of a congested backhaul link may send a congestion indication to the IAB-donor-CU-CP.
Proposal 2: RAN3 to discuss the information to be reported to the IAB-donor-CU-CP in the DL congestion indication.
3.2 UP-based congestion mitigation 

The submitted contributions propose various enhancements to DDDS:

· Paper [1] proposes to consider the reporting of received date volume and received data rate. Packet marking is also proposed for consideration, with some additional clarifications.

· Paper [5] proposes marking of DL packets that experience an increasing queuing delay at intermediate nodes.

· Paper [7] proposes that, if needed, for UM mode, the DDDS is enhanced with a bitmap of PDUs transmitted to lower layers out of sequence.

· Paper [9] proposes an indication of the highest PDCP SN received from parent node.

Q4: Please state your view on each of the above proposals. 

	Company
	Answer and motivation

	Ericsson
	Packet marking: this is a proactive approach, enabling flow control reaction even before the congestion occurs. Due to the multihop nature of IAB communication, discovering early signs of congestion is highly desirable. IAB is essentially wireless multihop, and we cannot afford reactive solutions. Nevertheless, we are open to discussing additional indications to be included in the DDDS. Regarding the concerns about packet marking expressed in papers:

· “Packet marking may cause further delay for mitigation congestion” in [3] - in fact, packet marking is a pre-emptive approach, enabling the donor to react before any congestion occurs.

· “How to identify the distribution of the marked packets among intermediate nodes” in [1] – the distribution of marked packets among intermediate nodes is irrelevant, because the reaction to imminent congestion is to slow down the traffic on DRBs, which are e2e. Moreover, the donor-CU-UP knows nothing about the topology, so the info about which node marked the packets is of little to no value.

Received volume and Receiving data rate: we are open to considering this, but it needs to be analyzed with respect to the fact that the delivery of DDDS to the donor CU will take some time, during which both the received rate and the received data volume may change significantly. This approach may be considered slightly proactive, but the problem is that the rate changes quite dynamically.
Indication of the highest PDCP SN received from parent node: today we have the NR-U SN that indicates the delivery status on the transport network. The delta wrt NR-U SN needs to be clarified. This approach is essentially reactive.

Bitmap of PDUs transmitted to lower layers out of sequence: the processing bitmap-based indications is computationally expensive. This approach is essentially reactive.

	Qualcomm
	Received data volume and data rate: This needs more clarification. The data volume and date rate received should be the same as the data volume and data rate transmitted minus the packets that were declared as “lost” in DDDS. Obviously, some packets may be reported by DDDS as “lost” while they got solely delayed due to HARQ/ARQ in the multiple hops. A properly designed congestion control mechanism on the CU-UP should be able to handle this. TCP, for instance, has the RTO timer to determine when to hope that a packet may still be delivered and when to give up.

Packet marking: Yes, we support this approach. Packet marking is also used in ECN in TCP/IP and it has been shown many times that it is superior to packet-loss indication. 

Bitmap indicating sequence order: This discussion tries to fix a problem where F1-U is split among multiple routing paths. RAN3 agreed that such F1-U split should not be supported in Rel-17. 

Highest PDCP SN report:  Agree with Ericsson that NR-U SN should be used for this purpose. PDCP SNs, in fact, may be useless in case UE uses split bearer.

	Samsung
	Packet marking: we are open for discussing this scheme. However, as we mentioned in [1], the clarifications are needed:

· The criteria of packet marking.

The buffering time threshold can be used. However, such threshold is IAB node specific and vendor specific. Moreover, different topology/different services may have different requirements on the buffering time. Thus, it is difficult to set up a reasonable threshold. In other words, if the threshold is set inappropriately, it may result in false-alarm on congestion

· The distribution of marked packets

For example, if there are 100 marking packets, the case that such 100 packets are distributed among 4 nodes represents a different congestion situation compared to the case that such 100 packets are located in one IAB node. Apparently, the latter case indicates a more serious congestion. Thus, the congestion mitigation strategy for those two cases are different, e.g., the IAB donor CU-UP may slow down data transmission rate more for the latter case. 

Received volume and Receiving data rate: we support this solution. This is an obviously proactive method since those two values can timely reflect the transmission status of the packets, even before the congestion. In general, we think the following two information are most important to deduce the congestion:

· The number of “on-the-fly” packets (the ones sent out by IAB donor CU-UP while not reaching the accessing node)

· The rate by which those “on-the-fly” packets are sent to the accessing IAB node by its parent node. This information can reflect how fast those “on-the-fly” packets can reach the destination

The Received volume can help to deduce the first one (i.e., the transmitted volume minus the received volume), while the Receiving data rate is exactly same as the second one.   

We don’t think the delivery of DDDS could bring problem. The reason is that we already agree to use the DDDS from the accessing node to mitigate congestion. If the delivery of DDDS causes problem (e.g., cannot timely reflect the dynamic changes of the reported information in DDDS), it will be applicable to any solutions on the table. In addition, compared to the reporting interval, the delivery time of DDDS can be considered as small enough. Thus, we would not see the dynamic change of received volume and receiving data rate during the transmission period of DDDS. Please note that, the legacy DDDS reporting dose not bring the problem for legacy flow control. 

On the other hand, we cannot rely on the reported “loss” packet to determine the received volume and receiving data rate. The data volume transmitted minus “loss” packets cannot reflect the volume of “on-the-fly” packets. For example, if 100 packets are sent out, and 2 packets are lost, the IAB donor CU cannot know where are the 98 packets (on-the-fly or at accessing IAB node). Moreover, the “loss” packet cannot help the donor CU derive the receiving data rate of IAB node. In addition, how to derive “loss” packet is implementation issue. In IAB case, we should avoid to consider the “on-the-fly” packets as “loss” since the “loss” packets will trigger the re-transmission from the CU side. 

A bitmap of PDUs transmitted to lower layers out of sequence: for RLC-UM mode, we don’t think the out-of-sequence transmission would occur since each packet does not need an ACK. Moreover, this information cannot help donor CU derive the volume of “on-the-fly” packets.  

Indication of the highest PDCP SN received from parent node: we are open for this solution. This solution can derive the volume of “on-the-fly” packets to some extent, e.g., the packets with SN larger than the highest PDCP SN received from parent node are “on-the-fly” packets. However, such method cannot help to derive the number of “on-the-fly” packets smaller than the highest PDCP SN received from parent node.

	ZTE
	We generally disagree with the above DDDS enhancements, we think the R16 specified UP-based congestion mitigation is efficient enough for IAB, and enhancements are unnecessary.

	Nokia
	Received data volume and rate: not needed. This would only allow the CU-UP to tell whether the bottleneck is access or backhaul link, but it is unclear why that would be useful. (In fact, [1] itself in its Proposal 2 does not list identifying the exact location of congestion as a requirement from the congestion-mitigation scheme.)

Packet marking: complex and unclear. Complex because of involving multiple protocol layers and working groups (BAP/RAN2 and NR-UP/RAN3). Unclear because to be meaningful to the CU-UP, the exact 1) definition of queuing delay and 2) triggers for packet marking would need to be well specified. This would deviate from how IAB-DU behavior has been handled so far.

Indication of highest PDCP SN received: not needed. Our comment above on Received data volume and rate applies here equally.

New DDDS indication of PDUs transmitted to lower layers out of sequence: we propose this if RAN3 consider the current DDDS insufficient for the CU-UP to determine a congested routing path among multiple paths with DRBs mapped on RLC UM. We fail to see how this is “essentially reactive”, just like supposedly the proposed indication of “received X” whereas another proposed indication of “received Y”, with Y conveying essentially the same information as X, is supposedly “slightly proactive”.

	CATT
	Packet marking: The dead lock problem exists. Intermediate node adds congestion indication in the packet in BAP layer, however, this packet may over the timer in buffer, which means that this packet cannot be send to the destination IAB node and start DDDS procedure. Intermediate node can add congestion indication in every over threshold packets, but maybe none of them can be sent to destination IAB node.

The most important is that the intermediate node is a logical conception. Intermediate node also can be an access node for other UEs. Thus, the intermediate node can also report DDDS to donor-CU UP. Basically, intermediate node also can be an access node for other UEs.

Highest PDCP SN received from parent node: Agree with E///. Furthermore, the current DDDS also include desire buffer size. So we no need introduce the highest PDCP SN received from parent node to calculate buffer status of IAB node.

Received volume and Receiving data rate: It seems to be letting CU CP knows how many packets on fly, and the fly packet data rate. Current DDDS can report desire buffer size and rate, which are main factor for UP flow control. If the buffer size and data rate are perfect, how many on fly packet does not matter.

Generally, the current DDDS is enough.

	Huawei
	Received volume and Receiving data rate: The Receiving data rate is helpful for CU to determine the sending data rate, however the receiving data rate may be varying, while the DDDS will not send so frequently. So when the CU-UP receives report from the IAB-DU, the value of the data rate may not accurate. With the received data volume, IAB-donor CU-UP can determine the how many packets are still on-the fly, and whether the BH link is congested or not, the received data volume may cost 32bits, same as the length for desired buffer size. 

Packet marking: Based on the number of marked packets, CU-UP can be aware of the congestion status/level in the BH link, but may have no idea about how many additional DL packets it can send. In addition, it also requires cross-layer interaction between BAP layer and GTP layer.

Highest PDCP SN received from parent node: It is helpful for the IAB-donor-CU to judge whether the congestion is occurred in access link or BH link, additionally, such value will be helpful for CU-UP to determine how many additional DL packets it can send, because it CU-CP can know how many packets are buffered in the IAB node, and how many packets are still on-the-fly. This option can achieve similar effect as the received data volume, but the overhead will be less, since the PDCP SN is at most 18bits.

To address the question from Ericsson and Qualcomm about why use PDCP SN instead of NR-U SN, we found that the PDCP SN is also used in the existing DDDS to indicate the highest successfully delivered PDCP PDU. And the PDCP SN is 12 or 18bit, but the NR-U SN is 24bit, so use PDCP SN will has less overhead.

Bitmap of PDUs transmitted to lower layers out of sequence: the overhead introduced by the bitmap may be too large.

	Intel
	We like a method that doesn’t rely on packet loss indication. Seems like the packet marking is the only method among the four that can achieve that.


Summary:
A total of 8 responses was received.

Q4: Please state your view on each of the above proposals. 

· Highest PDCP SN received from parent node: 1/8 companies is supportive; 1 additional company is open to discuss it.
· Bitmap of PDUs transmitted to lower layers out of sequence: 1/8 companies is supportive.

· Packet marking: 3/8 companies are supportive; 1 additional company is open to discuss it.
· Received volume and Receiving data rate: 1/8 companies is supportive; 1 additional company is open to discuss it.
· Two companies think that no enhancements are needed.

Based on company views, packet marking seems to be the moist preferred out of all 4 solutions.
Proposal 3: RAN3 to down-select between the following 4 solutions for IAB DL end-to-end flow control:

· Highest PDCP SN received from parent node;
· Bitmap of PDUs transmitted to lower layers out of sequence;
· Packet marking;
· Received volume and Receiving data rate.
7

