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1 Introduction
	CB: # 14_IABtopoRed

SS 6002:

- Rel-17 can support 2 scenarios for topology redundancy: 1) the IAB is multi-connected with 2 Donors and 2) the IAB’s parent/ancestor node is multi-connected with 2 Donors.

- to support topology redundancy via DC:

+ the legacy DC procedure can be enhanced to consider BH RLC CH related configurations. 

+ the BAP/IP address management should be enhanced. 

+ the dual-connected IAB node and its descendant nodes establish F1 interface with master donor CU. The case that different nodes connect to different donor CUs are FFS till a clear benefit is identified.

+ the mapping configuration enhancement can be considered between master donor CU and secondary donor CU. 

- the inter-donor migration via topology redundancy can be deprioritized to the later stage of Rel-17.

SS 6003:

+ the support the CP-UP separation of scenario 1 & scenario 2, the following enhancements are needed:

-
NR RRC: DLInformationTransfer & UL InformationTransfer to include the F1-C traffic container

-
NR RRC: F1-C transfer path configuration 

-
XnAP: F1-C traffic transfer message 

-
F1AP: F1-C transfer path configuration from donor CU to IAB-DU 

-
XnAP: F1-C traffic transmission indication to SN

+ further discuss on whether configuring the IAB node to use RRC or BH RLC CH for F1-C traffic transmission. 

+ discuss whether the CP-UP separation is needed for the single-connected descendant nodes of a dual-connected IAB node.

LG 6072:

- BAP address coordination is necessary between the two donor CUs for supporting topological redundancy for IAB node. The solutions described above can be considered. 

- IAB-DU can only setup F1-C with Master CU (i.e., Donor-CU1 in Fig. 1) in dual connectivity based redundancy scenarios.  

- Master donor-CU assigns TNL address for F1 setup between IAB node and CU. Xn and RRC procedure should be enhanced to support it. 

- Master donor-CU determines the degree of load balancing between both IAB-donors. 

QC 6258:

- consider BAP routing across IAB-donor topologies.

- discuss extension of BAP routes across topologies vs. concatenation of BAP routes at the topology boundary.

- To support inter-topology BAP route extension, inter-donor coordination of BAP routing IDs or global scope BAP routing entries should be considered to avoid BAP-name-space collisions.

- For inter-topology BAP route extension, each IAB-donor should allocate the BAP routing IDs in its own topology.

-To support inter-topology concatenated BAP routes, consider BAP header rewriting vs. IP routing.

Nok 6289:

- enhance Xn interface to enable the transfer of F1-C traffic. 

- consider below issues to study the solutions to support inter-CU Topology Redundancy

+
Donor selection for an IAB node

+
Cell ID to be used by an IAB node that is connected with 2 Donors

+
Which node allocates the BAP address?

+
How to enable the Routing via a Donor-DU of a different Donor (e.g. Donor2)

+
Possible conflict on BAP address and Routing ID

+
IP address assignment

+
Routing and traffic-mapping configuration

+
Resource configuration of the IAB-DU

+
Which node determines the degree of load balancing between the two legs (i.e. routed via the Donor-DU of different Donors)?

ZTE 6562:

- simultaneously use first-path and second-path for the IAB-node.

- use direct routing for traffic forwarding between donor CU 1 and donor-DU 2.

- discuss how to solve BAP address collision for dual-connecting IAB node in inter-donor topology redundancy scenario. 

- discuss how to perform BH configuration in inter-CU redundancy case.

HW 6669:

- Not to support the inter-donor topology redundancy in R17 (i.e. connecting a donor-CU via the donor-DU of another donor-CU)

- Not to support the F1-C over SRB in NR access link for CP/UP separation in R17.

- Not to support the multiple-MT in R17.

Chair: if agreeable, start discussion from 6002; check against 6289 / 6669 and anchor principles; maybe discussion on CP-UP separation can be kept separate?

(SS)
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Relevant contributions:

[1] R3-206002 Discussion on inter-donor topology redundancy for IAB (Samsung)

[2] R3-206003 Discussion on CP-UP separation for IAB (Samsung)

[3] R3-206072 Open Issues on topological redundancy for IAB (LG Electronics)

[4] R3-206258 IAB enhancements for inter-donor topological redundancy (Qualcomm Incorporated)

[5] R3-206289 discussion on Inter-CU topology redundancy (Nokia, Nokia Shanghai Bell)

[6] R3-206290 support F1-C Traffic Transfer over Xn interface (Nokia, Nokia Shanghai Bell)

[7] R3-206562 Discussion on inter-donor redundancy (ZTE, Sanechips)

[8] R3-206669 Discussion on IAB topological redundancy (Huawei)

This e-mail discussion is divided into two phases:

· Phase I: View collection of multiple issues

Deadline: Thursday, November 5th, 2020, 12:00 UTC. This allows us to discuss intermediate stage in Monday online session (Nov. 9, 2020).

· Phase II: TBD
2 For the Chairman’s Notes
CP-UP separation
Proposal 1-1: In Rel-17 eIAB, the following two scenarios are supported for CP-UP separation:

· Scenario 1: F1-C uses NR access link via M-NG-RAN node (non-donor node) + F1-U uses backhaul link via S-NG-RAN node (donor node)

· Scenario 2: F1-U uses backhaul link via M-NG-RAN node (donor node) + F1-C uses NR access link via S-NG-RAN node (non-donor node)

Proposal 1-2: A new XnAP message is defined for F1-C traffic transfer.

Proposal 1-3: An LS to RAN2 can be prepared to include the following information:

· RAN3 decides to support the CP-UP separation for two scenarios (see the above two scenarios)

· RAN3 identifies the potential RAN2 impacts: 1) NR RRC for F1-C transfer path configuration, and 2) NR RRC message(s) to include F1-C traffic container

Proposal 1-4: The TPs in contributions R3-206290 and R3-206003 can be used as the starting point for stage-2 and stage-3 CR development in Phase II of CB#14, respectively. 
Inter-donor topology redundancy
Proposal 2-1: In Rel-17, the following scenarios are supported for inter-donor topology redundancy, with the principle that an IAB-DU only has F1 interface with one Donor-CU:

· Scenario 1: the IAB is multi-connected with 2 Donors. 

· Scenario 2: the IAB’s parent/ancestor node is multi-connected with 2 Donors.

Proposal 2-2: the inter-donor topology redundancy is applicable for both F1-C and F1-U traffic, and the granularities of the load balancing are per GTP-U tunnel for F1-U traffic and per TNL association for F1-C traffic.

Proposal 2-3: as a starting point, the F1 interface of the boundary IAB node and descendant IAB node(s) terminate to the same donor. The following open issues need further discussion:

· FFS on which node (MN vs. SN) in case of terminating F1 interface to the same donor

· FFS on the case that different nodes terminate F1 interface to different donors (including extra donors except MN and SN)
Proposal 2-4: in inter-donor topology redundancy, the direct data forwarding is applied for the F1 traffic transmission, i.e., the F1 traffic between donor CU and the IAB node will be transmitted without passing through additional donor CU(s).

Proposal 2-5: each donor allocates BAP address in its own topology. 

Proposal 2-8: the master node determines the degree of load balancing.

3 Discussions
3.1 CP-UP separation via DC
In last RAN3 meeting, two scenarios are selected to be considered for CP/UP separation, i.e. 

· Scenario 1: F1-C via M-NG-RAN node (non-donor node) + F1-U via S-NG-RAN node (donor node)

· Scenario 2: F1-U via M-NG-RAN node (donor node) + F1-C via S-NG-RAN node (non-donor node)
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Fig. 1 Scenarios for CP-UP separation

During this meeting, contributions [2](Samsung), [5](Nokia), and [8] (Huawei) discussed this issue, where [2][5] proposed to use the schemes similar to EN-DC to support the CP-UP separation in Rel-17; while [6] proposed to not support the F1-C over SRB in NR access link in Rel-17. From Moderator’s understanding, [6] can recognize the benefit of the CP-UP separation, while the concern is whether additional enhancement is needed in Rel-17. In addition, the offline discussion in last RAN3 meeting indicated that majority companies prefer to supporting the above two scenarios in Rel-17 and use the schemes similar to Rel-16. So, the moderator will call for the following proposal as the basis for the discussion:

Moderator’s Proposal 1-1: In Rel-17 eIAB, the following two scenarios will be supported for CP-UP separation:

· Scenario 1: F1-C uses NR access link via M-NG-RAN node (non-donor node) + F1-U uses backhaul link via S-NG-RAN node (donor node)

· Scenario 2: F1-U uses backhaul link via M-NG-RAN node (donor node) + F1-C uses NR access link via S-NG-RAN node (non-donor node)

Q1-1(supported scenarios): please share your view on Moderator’s Proposal 1-1.

	Company
	Agree/Disagree
	Comments 

	Samsung 
	Agree
	Based on Rel-16 discussion, the benefit of CP-UP separation is undoubtable, i.e., the F1-C traffic can be transmitted via the way without multiple intermediate nodes (to reduce the latency) and via the frequency with large coverage (to improve the reliability). 

If our understanding is correct, the concern from [8] is whether the NR access link is the only way to achieve this since it mentioned that “ As for CP/UP separation, CP uses only one hop in FR1, which means IAB-node can directly connect to the IAB-donor for RRC and F1-C connections of IAB-MT and IAB-DU.” In other words, if the gNB working on FR1 is an IAB donor CU, the IAB node can connect to it directly, and the IAB-DU can use the BH link between it and IAB donor DU, which is also one-hop, for F1-C transmission. 

However, in the real case, the gNB working on FR1 may not be an IAB donor CU. For example, an legacy gNB (containing gNB-CU and several gNB-DUs) is already deployed in FR1 since Rel-15/16; later on, IAB donor CU is deployed in FR2 for coverage and capacity extension. In this case, to support CP-UP separation, we may only need to upgrade the legacy gNB-CU to allow F1-C transmission via RRC (such gNB-CU is unnecessary to be upgraded to support all set of IAB functionalities, and the upgrade to the gNB-DU is not needed). In other words, if we allow F1-C via NR access link, the upgrading to the legacy network over FR1 becomes much easier.  

Thus, in order to support CP-UP separation in all kinds of scenario, it is better to support the F1-C over NR access link.  

	Qualcomm
	Agree
	

	KDDI
	Agree
	

	Nokia
	Agree
	

	Huawei
	See comments
	As repeated in last RAN3 meeting and our contribution 6659, the CP/UP separation can be fully supported with  connection to one IAB donor by R16 scenario, so we see no necessary for introducing the two new scenarios here, if the intention is only for CP-UP separation. 

Based on Samsung’s further clarification, the proposed two scenarios will only make sense when the FR1 cannot be deployed by any cells belongs to an IAB-donor, and the IAB node is dual connected to two gNBs(one is IAB donor, the other one is a legacy gNB). Obviously, such two scenario are not typical ones. To support such limited scenarios, we need to enhance the Xn interface, as well as the NR Uu interface, the legacy gNB needs to be updated also. Besides, with the two new scenarios, the IAB integration procedure, well as the topology adaptation procedure which includes the migration case and the RLF recovery case need to be discussed also. Consequently, we will face a lot of extra standardization work, just to support such two uncommon scenarios.  

However, we also would like to hear more input from operators.

	ZTE
	Agree 
	

	LGE
	Agree
	

	AT&T
	Agree
	We support both scenarios in the moderator’s proposal. There is clearly no dispute about the benefit of delivering F1-C via FR1 to get the benefits of better coverage and robustness. Additionally, as was already proven in Release 16 for NSA, the amount of work needed to add this feature was relatively small. Some of the above discussion from companies seems to debate prevalence of scenarios where this feature could be useful. One such scenario was already described by Samsung and we agree with that. More importantly, as an operator we do not want to be restricted to scenarios that may be possible if this feature is not available. The IAB feature offers numerous deployment possibilities and we should not limit features by restricting our thinking to traditional deployment scenarios.  

	Ericsson
	Look to the right
	Based on Huawei’s concern, we could maybe ask for operator input

	Verizon
	Agree
	Both scenarios would be useful as explained by Samsung. 

	Futurewei
	Please see comment
	We have no problem with supporting CP-UP separation for IAB. However, we are extremely reluctant to standardize this “non-donor” based approach for NG-RAN. This would basically mean that the F1-C would be limited to a single hop. We don’t see any logical reason why the standard would impose such a limitation.

We think CP-UP separation for IAB can be supported, but it may be better to implement a solution with both gNBs supporting IAB BH RLC channels, so that we don’t impose any unnecessary limitations on deployments.

	Fujitsu
	Agree
	

	
	
	


Summary:

· 9 companies, including 3 operators, agree to support the above two scenarios. 

· 3 companies have concerns on the scenario, and 2 companies ask for the operator’s input. 

· Considering the majority view, the following proposal is given:

Proposal 1-1: In Rel-17 eIAB, the following two scenarios are supported for CP-UP separation:

· Scenario 1: F1-C uses NR access link via M-NG-RAN node (non-donor node) + F1-U uses backhaul link via S-NG-RAN node (donor node)

· Scenario 2: F1-U uses backhaul link via M-NG-RAN node (donor node) + F1-C uses NR access link via S-NG-RAN node (non-donor node)
In [2](Samsung) and [5](Nokia), the enhancements similar to EN-DC are proposed. Specifically, contribution  [2](Samsung) list the detailed specification impacts as follows:

· XnAP: F1-C traffic transfer message 

A new XnAP message is needed to transmit F1-C traffic.

· F1AP: F1-C transfer path configuration from donor CU to IAB-DU 

It depends on RAN2 decision on the signaling structure of F1-C transfer path configuration. Specifically, if RAN2 follows Rel-16 scheme, i.e., put the f1-c transfer path configuration in CellGroupConfig container, IAB donor CU needs send the F1-C transfer path configuration to the IAB donor DU or IAB-DU; otherwise, F1AP impact may not need.
· NR RRC: DLInformationTransfer & UL InformationTransfer to include the F1-C traffic container

It is purely in RAN2 scope. 

· NR RRC: F1-C transfer path configuration 

It is purely in RAN2 scope. 
Among those impacts, XnAP impact is relatively clear since it is purely in RAN3 scope. Thus, the moderator calls for the following proposal:

Moderator’s Proposal 1-2: A new XnAP message is defined for F1-C traffic transfer.

Q1-2 (XnAP impact): please share your view on Moderator’s Proposal 1-2.

	Company
	Agree/Disagree
	Comments 

	Samsung
	Agree
	

	Qualcomm
	Agree
	

	KDDI
	Agree
	

	Nokia
	Agree
	This is needed only for Scenario 1. 

For Scenario 2, nothing is needed for Xn since split SRB2 can be used.

	Huawei
	
	Too early to touch the stage 3, should pending conclusion of whether to support the two scenarios 

	ZTE
	Agree 
	

	LGE
	Agree
	

	AT&T
	Agree
	Agree with comments from Nokia

	Ericsson
	Let’s first discuss Huawei’s concerns
	

	Verizon
	Agree
	

	Futurewei
	Disagree
	Agree with E/// and Huawei. Too early to discuss stage 3.

We are a bit concerned with Nokia’s proposal, as it seems they want to further fragment the solution for each scenario. We think that is probably not a good idea.

	Fujitsu
	Agree
	

	
	
	


Summary:

· 9 companies agree to add a new XnAP message for F1-C traffic transfer

· 2 companies mentioned that such new XnAP message is applicable for scenario1 only. For scenario 2, nothing is needed. Since this is related to discussion for Q1-5, we can deal with it there. 

· 3 companies have concerns due to the scenario. 

· Considering the majority view, the following proposal is given:
Proposal 1-2: A new XnAP message is defined for F1-C traffic transfer.
Other impacts require RAN2 involvement, which may need an LS to RAN2 for progress. Thus, the moderator calls for the following proposal:

Moderator’s Proposal 1-3: An LS to RAN2 can be prepared to include the following information:

· RAN3 decides to support the CP-UP separation for two scenarios (see the above two scenarios)

· RAN3 identifies the potential RAN2 impacts: 1) NR RRC for F1-C transfer path configuration, and 2) NR RRC message(s) to include F1-C traffic container

Q1-3(RAN2 impact): please share your view on Moderator’s Proposal 1-3. 

	Company
	Agree/Disagree
	Comments 

	Samsung
	Agree
	

	Qualcomm
	Agree
	

	KDDI
	Agree
	

	Nokia
	Agree
	

	Huawei
	
	Should pending conclusion of whether to support the two scenarios

	ZTE
	Agree 
	

	LGE
	Agree
	

	AT&T
	Agree
	

	Ericsson
	Let’s first discuss Huawei’s concerns
	

	Verizon
	Agree
	

	Futurewei
	Disagree
	Agree with E/// and Huawei

	Fujistu
	Agree
	

	
	
	


Summary:

· 9 companies agree to send an LS to RAN2

· 3 companies have concerns due to the scenario. 

· Considering the majority view, the moderator proposes the following proposal:

Proposal 1-3: An LS to RAN2 can be prepared to include the following information:

· RAN3 decides to support the CP-UP separation for two scenarios (see the above two scenarios)

· RAN3 identifies the potential RAN2 impacts: 1) NR RRC for F1-C transfer path configuration, and 2) NR RRC message(s) to include F1-C traffic container

Contributions [6](Nokia) and [2](Samsung) also provides the stage-2 and stage-3 TPs for CP-UP separation enhancements in Rel-17, where the main revision to the current specification is to introduce new XnAP message for F1-C traffic transfer. The moderator would like to check whether companies are ready for the CR development on this issue. Thus, the follow proposal is given for discussion. 

Moderator’s Proposal 1-4: The TPs in contributions [6] and [2] can be used as the starting point for stage-2 and stage-3 CR development, respectively, on CP-UP separation in Rel-17. 

Q1-4 (CR development): please share your view on Moderator’s Proposal 1-4. 

	Company
	Agree/Disagree
	Comments 

	Samsung
	Agree
	

	Qualcomm
	Agree
	

	KDDI
	Agree
	

	Nokia
	Agree
	

	Huawei
	
	To early to agree the TPs, especially for the stage 3, which must rely on RAN2 progress. But RAN2 even has not started their discussion on the two scenarios. Currently, RAN3 should focus on the scenarios.

	ZTE
	Agree 
	

	LGE
	Agree
	

	AT&T
	Agree
	

	Ericsson
	Let’s first discuss Huawei’s concerns
	

	Verizon
	Agree
	

	Futurewei
	Disagree
	Agree with E/// and Huawei. Too early to discuss stage 3.

	Fujitsu
	Agree
	

	
	
	


Summary:

· 9 companies agree to develop stage-2 and stage-3 TPs based on [6] and [2], respectively

· 3 companies have concerns due to the scenario. 

· Considering the majority view, the following proposal is given:

Proposal 1-4: The TPs in contributions R3-206290 and R3-206003 can be used as the starting point for stage-2 and stage-3 CR development in Phase II of CB#14, respectively. 

Contributions [2](Samsung) and [5](Nokia) also discuss the enhancements to the above scenario 2. [5] mentioned that the additional XnAP enhancement is not needed, while [2] indicates that to support F1-C via SN, the SN has to configure the SRB3 for F1-C transmission. Thus, it is better to inform the SN on whether the F1-C traffic is transmitted by SN or not so that SN can determine whether configuring SRB3 or not. In other words, the additional enhancement includes:

· XnAP: F1-C traffic transmission indication to SN

Q1-5 (additional enh. to scenario 2): please provide the view on the necessity of the additional XnAP enhancement to support F1-C via SN in scenario 2, i.e., F1-C traffic transmission indication to SN.  On the other hand, if any additional enhancements to scenario 2 are needed, please raise it in your comments. 

	Company
	Comments 

	Samsung 
	Support the enhancement, i.e., F1-C traffic transmission indication to SN

In Scenario 2, the SRB3 is used to transmit F1-C traffic. Since the SRB3 is not mandatorily configured, it is beneficial to inform SN whether F1-C traffic is transmitted via SN or not. 

	Qualcomm
	We are fine with split SRB2 and/or SRB3.

	KDDI
	We want to see other companies view, whether it should be indicated by the XnAP or other maintenance interface.

	Nokia
	Not needed if split SRB2 is used, 

	Huawei
	Whether to use split SRB2 or SRB3 should be determined by RAN2 after the scenarios being confirmed, it is out of RAN3 scope. It is not suit for RAN3 to analyze any enhancement without any input from RAN2, at current stage.

	ZTE
	Which bearer is used to transfer F1-C traffic is in RAN2 scope. RAN3 should wait for RAN2 progress, and then discuss the enhancements needed for scenario 2. 

	LGE
	Either Split SRB2 or SRB3. Agree that the indication is only needed for SRB3 case. 

	AT&T
	In principle we are OK to provide F1-C transmission indication to SN if needed. However, as pointed out by Nokia, it may not be necessary for split SRB2 case. 

	Ericsson
	RAN2 scope

	Verizon
	Support enhancement to cover both split SRB2 and SRB3 cases. 

	Futurewei
	This topic seems not to be within scope of RAN3. However, we are generally not in favour of having fragmented solutions.

	Fujitsu
	We are fine with split SRB2 and/or SRB3.

	
	


Summary:

· 4 companies support either split SRB2 and/or SRB3

· 1 companies support SRB3

· 2 company support split SRB2

· 4 companies mentioned it is in RAN2 scope

· Considering there is no majority view and RAN2 involvement may be needed, no conclusion is made
Contributions [2](Samsung) mentioned that the enhancement of NR RRC (i.e., including F1-C traffic in RRC message) causes a new situation, i.e., both NR RRC and BH RLC CH can be used for the F1-C traffic transmission (In Rel-16, at NR side, only BH RLC CH can be used, while at LTE side, only RRC can be used). Specifically, if F1-C traffic is configured to be transmitted via SCG and if BH RLC CH is configured at the SCG, both NR RRC and BH RLC CH are allowed for F1-C traffic. Then, the issue is whether the IAB node needs to know which protocol is used for F1-C traffic transmission (RRC or BH RLC CH). Thus, [2] gives two options:

· Alt. 1: up to implementation 
· Alt. 2: configure to use RRC or BH RLC CH
Q1-6 (RRCvsBH RLC CH): please provide the view on enhancement of configuring to use RRC or BH RLC CH for F1-C traffic transmission. 

	Company
	Comments 

	Samsung 
	Support the explicit indication on using RRC or BH RLC CH for F1-C traffic transmission. 

This indication is beneficial for inter-donor topology redundancy case, where the IAB node can be configured BH RLC CH for F1-C in both MCG and SCG, and RRC is also available for F1-C transmission. With such indication, the IAB node can have clear guidance for F1-C transmission; otherwise, the IAB node may switch between RRC and BH RLC CH randomly for F1-C traffic transmission without any control from the IAB donor CU. 

	Qualcomm
	We need to discuss a much fundamental issue affecting both, CP-UP separation and inter-donor redundancy:

· Who decides if CP-UP separation or inter-donor NR-DC is applied? Is it MN or SN or both?

· If CP-UP split is applied, who decides if scenario 1 or scenario 2 is used?
· How is the signaling done?

	KDDI
	We prefer to Alt2, the explicit indication. We assume that RRC is used for the path without any relay, but the IAB-MT is agnostic on this, whether it connects directly to the Donor or via IAB node. So, it should be indicated explicitly.

	Nokia
	This is in RAN2 scope. 

	Huawei
	The question looks a little confusing, if the BH RLC channel is configured for SCG, then it means the SCG is served by a parent IAB node or parent donor DU, why need to send F1-C over NR RRC in SCG? Use BH RLC channel seems the only reasonable way. 

Please clarify the scenarios.



	ZTE
	In our opinion, this question is equivalent to link selection.
For the following two scenarios,
· Scenario 1: F1-C uses NR access link via M-NG-RAN node (non-donor node) + F1-U uses backhaul link via S-NG-RAN node (donor node)

· Scenario 2: F1-U uses backhaul link via M-NG-RAN node (donor node) + F1-C uses NR access link via S-NG-RAN node (non-donor node)

To avoid ambiguity, if access link is used for F1-C traffic transfer, NR RRC is used for the F1-C traffic transmission. If backhaul link is used, BH RLC CH is used for the F1-C traffic transmission and IAB-node is not allowed to use NR RRC to transmit F1-C traffic in this case. 
Similar to R16 EN-DC, donor node configures IAB-node which link is used for the F1-C traffic transfer. If both links are configured, it is up to IAB-node implementation.

	LGE
	Agree with Qualcomm, the fundamental should be discussed first. 

	AT&T
	Explicit indication is a better way to do this. However, this may need to be discussed in RAN2. 

	Ericsson
	Same view as Huawei

	Verizon
	Agree with Samsung, we prefer Alt 2, explicit indication using RRC or BH RLC CH. 

	Futurewei
	We think using BH RLC channel would not impose any limitation on the number of hops that could be supported.

If BH RLC channel is supported, then would there be any additional value to standardize RRC approach?

	Fujitsu
	Agree with Samsung, we prefer Alt 2.

	
	


Summary:

· 5 companies support an explicit indication

· 4 companies support that the BH RLC CH should be used if the leg is configured with BH RLC CH and F1-C traffic is allowed to transmit over such leg. 

· 1 company thinks this is in RAN2 scope

· 2 companies raises some fundamental issues for discussion. 

· Considering there is no majority view and RAN2 involvement may be needed, no conclusion is made.
In addition, contribution [2](Samsung) raises the issue of CP-UP separation for descendant node. As shown in Fig.2, the descendant nodes, i.e., IAB node 2&3, are connected to a dual-connected IAB node, i.e., IAB node 1. Following Rel-16 method, the F1-C traffic of both IAB node 2&3 is always transmitted via IAB node 1 over the Path 1. However, path 2 is also available for F1-C traffic transmission of IAB node 2&3. Moreover, from the view point of reliability and latency, path 2 may provide better performance than path 1. Thus, it may be beneficial to take a further look on CP-UP separation for descendant nodes. 
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Fig. 2 CP-UP separation for descendant node

Q1-7 (CP-UP sep. at descendant node): please provide the view on scenario of CP-UP separation for descendant nodes, including, e.g., necessity of supporting this scenario, potential impact, etc. 

	Company
	Comments 

	Samsung 
	We support to study such scenario, i.e., CP-UP separation for descendant nodes. 

With the increase of number of hops, it is more desirable to ensure the reliability and latency of the F1-C traffic. In other words, CP-UP separation for descendant nodes is more desirable since it can reduce the number of hops traversed by the F1-C traffic.  
The potential impact may contain: 1) RRC message and XnAP message to include F1-C traffic of descendant IAB nodes, where such F1-C traffic may contain BAP header, since the IAB Node1 need such information for packet routing to descendant node; 2) IAB Node1 needs configurations to indicate which packets from descendant nodes should be transmitted via its RRC message. 

	Qualcomm
	This scenario provides a redundant path for F1-C of single-connected IAB-nodes 2 and 3. The benefits pointed out by Samsung in terms of reliability and latency on the CP are compromised due to the fact that the redundant path comprises multi-hop transmissions on the southbound section of IAB-node 1. Further, RAN2 would have to agree to such an enhancement to BAP.
We do not support this enhancement since it has diminished benefit and requires a lot of specification effort.

	KDDI
	We don’t support to study this scenario in this release. Since this requires a new NR RRC container which forwards BAP packets from/to descendant nodes, and it is far from the standardized mechanism which forwards F1-C packet with DLInformationTransfer & UL InformationTransfer.

	Nokia
	This is too complicated. Cannot the descendant node also connect to MN?

	Huawei
	We do not support such scenario. Based on the following concern: if the F1-C traffic of descendent nodes can be transmitted by IAB node1’s RRC, it means that the any kind of BH traffic can be transmitted via RRC. This requires new discussion on the IAB protocol stacks. Furthermore, since there is no BAP layer on IAB node1 towards to MN, IAB node1 cannot route and do bearer mapping for F1-C traffic of descendant IAB nodes.

	ZTE
	If we supports CP-UP separation for descendant nodes, how to transmit the F1-C traffic encapsulated in the BAP packet should be studied. It is too complicated and imposes much spec impact.

	LGE
	Not support this scenario 

	AT&T
	We do not support this scenario since it reduces the benefit of having one-hop connectivity to the MN. Also, it may raise multiple complications and require more specification work.

	Ericsson
	We do not need this complexity, at least not at this stage of WI

	Verizon
	This scenario can be postponed in Rel-18. 

	Futurewei
	We support so study such a scenario. In general, we are skeptical of the value of supporting a solution that is limited to a single hop. This scenario seems difficult to support via RRC, but straightforward to support via RLC CH channel.

We think it is better to consider this scenario now, rather than standardizing a single hop solution in Rel. 17, and then returning to standardize a completely different solution in a future release.

	Fujitsu
	Would like to postpone to next release.

	
	


Summary:

· 10 companies do not support this scenario. 

· 2 company supports to study this scenario.  

· Considering the majority view, there is no need to support CP-UP separation at the descendant node at this stage.
Q1-8 (Others): please provide the view on other issues (if any) not mentioned above. 

	Company
	Comments 

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	


3.2 Inter-donor topology redundancy

In last RAN3 meeting, the following agreements were achieved, where the scenario 1 and scenario 2 are given in Fig. 3.

	Analyze Scenario 1 and Scenario 2 for inter-Donor Topology Redundancy, with the principle that an IAB-DU only have F1 interface with one Donor-CU:

Scenario 1: the IAB is multi-connected with 2 Donors. 

Scenario 2: the IAB’s parent/ancestor node is multi-connected with 2 Donors.
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Fig. 3 Scenarios for inter-donor topology redundancy

Among the contributions submitted to AI13.2.3 (Topology Redundancy), contribution [8](Huawei) proposed to not support the inter-donor redundancy in Rel-17, while others propose the enhancements to support inter-donor topology redundancy. The rationale raised in [8] is: 1) inter-donor topology redundancy is only applicable for the IAB nodes located in the edge of the coverage of two IAB-donors, and 2) significant specification impacts. Thus, before discussing the technical details, it is better to collect views on the support of inter-donor topology redundancy based on the following moderator’s proposal. 

Moderator’s proposal 2-1: In Rel-17, the following scenarios are supported for inter-donor topology redundancy

· Scenario 1: the IAB is multi-connected with 2 Donors. 

· Scenario 2: the IAB’s parent/ancestor node is multi-connected with 2 Donors.

Q2-1(scenarios): please provide view on the Moderator’s proposal 2-1

	Company
	Agree/Disagree
	Comments 

	Samsung
	Agree
	The intention of IAB is to extend the coverage of gNB (IAB donor CU). However, it does not mean that most of IAB nodes are in the coverage of one donor CU only. Similar to the case that an UE can have multiple candidate gNBs for dual connectivity connection, IAB-MT, as an UE, can also has multiple candidate IAB donor CUs, which is a normal case especially for FR2. 

The key concern for the necessity of topology redundancy is whether load balancing between two donor Cus are needed. We see a clear benefit for this since with multi-hop network, the load of one IAB donor CU may be increased largely with the extension of coverage, if some help from other donor CUs is allowed, the overload in the network can be relieved. 

So, we support the two scenarios. 

	Qualcomm
	Agree
	Agree with Samsung

	KDDI
	See comments
	Before agreeing proposal 2-1, we should discuss whether it is possible or not with the current principle  that an IAB-DU only have F1 interface with one Donor-CU.

In Fig.3, to support multi-connection,

· IAB-DU2 needs to receive GNB-DU RESOURCE CONFIGURATION from Donor2-CU, so that IAB-DU2 obtains the necessary configurations form Donor2-CU.

· IAB-DU2 needs to receive BAP MAPPING CONFIGURATION from Donor1-CU, so that IAB-DU2 can forward BAP packets from Donor1-CU to IAB-DU3.
We are not sure whether above two bullets still comply the current principle.

	Nokia
	Agree
	Both scenarios shall be supported.
For KDDI comments 2nd bullet, IAB-DU2 does not need to receive the message from Donor1-CU. Donor2-CU configures the mapping/routing in IAB-DU2. Donor2-DU and IAB2 may not need to know whether the DL packet is from Donor1 or from Donor2.

	Huawei
	Disagree 
	First, as stated in our contribution [8], we do not think the inter donor DC will be a widely used case. 

Furthermore, if the two scenarios of inter donor DC are supported,  it means that we need to support BAP routing across two set of nodes, one set is controlled by the donor1 CU, another one is controlled by donor 2 CU. Our concern is that this may require much standardization work e.g. negotiations among two different donor CUs, about the IP address, UL/DL F1-U information, QoS mapping information, BAP address, BAP path ID, the potential resource conflict etc.  some of the issues has been listed in the set of follow up questions (from Q2-1 to Q2-10)

Besides, although there are only two legs shown in the figure3 (a) and 3(b), there exist another two possible paths between donor2-CU and IAB node, which is used for carrying the SN terminated bearers (If UE’s MN is donor 1). The two paths (leg3 and leg4) are shown in the following figure. If the inter-donor DC be discussed, we may also need to discuss whether and how to support the leg 3 and leg 4.
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So if companies do want to discuss the inter-donor dual connectivity for IAB node, before we go to the detailed discussion, we should clarify the scenario, e.g. whether all the 4 legs should be supported, what kind of traffics will be carried on each leg, which donor terminates the F1 interface for the DC IAB node, and for its descendent IAB node, etc.

	ZTE
	Slightly agree
	Actually, many tough issues need to be addressed to support inter-donor redundancy. It is suggested to deprioritize the inter-donor redundancy. 

	LGE
	Agree
	They should be supported as we agreed in last meeting. 

	AT&T
	Agree
	

	Ericsson
	OK, but…
	The options for establishing simultaneous connectivity to two parents belonging to two donors are FFS.

	Verizon
	Slightly agree
	Scenario might be useful for load-balancing between two CUs as well as to manage load on transport links. Agree with Ericsson that simultaneous connectivity options to two donors need to be studied. 

	Futurewei
	
	We can continue with the analysis of this approach (as per previous agreement). However, it may be too early to agree to support this approach in Rel. 17 until further technical details are clear.

	Fujitsu
	Agree
	Agree with Samsung.

	
	
	


Summary:

· 9 companies support the above two scenarios.

· 2 company has the concern on the options for establishing simultaneous connectivity to two parents belonging to two donors

· 1 company suggest to deprioritize it

· 3 companies have concerns on these two scenarios  

· According to moderator’s understanding, the UEs in these two scenarios are in single connectivity. So, leg3 and leg4 are the same as leg1 and leg2 from UE point of view. Considering the majority view, the following proposal is given:

Proposal 2-1: In Rel-17, the following scenarios are supported for inter-donor topology redundancy, with the principle that an IAB-DU only has F1 interface with one Donor-CU:

· Scenario 1: the IAB is multi-connected with 2 Donors. 

· Scenario 2: the IAB’s parent/ancestor node is multi-connected with 2 Donors. 

Since several contributions in this meeting have further look on the technical details to the support of inter-donor topology redundancy, it is beneficial to move one-step forward to discuss some technical issues. In the following, the moderator would like using Fig.3 to carry out the discussion, and the terminologies used below are given as:

· Boundary IAB node: IAB node which is dual-connected to two parent nodes connecting to two different donors, e.g., IAB3 in Fig. 3
· Descendant IAB node(s): the nodes at the downstream direction of the boundary IAB node, e.g., IAB4 in the Fig.3(b). Such node is single-connected to its parent node
· Master donor: the master node of the boundary IAB node, e.g., donor 1
· Secondary donor: the secondary node of the boundary IAB node, e.g., donor 2 
· Leg#1: the routing path between donor1 and the boundary/descendant IAB node

· Leg#2: the routing path between donor2 and the boundary/descendant IAB node

The operation of inter-donor topology redundancy needs address the following aspects:

1) Load balancing for F1-C/F1-U traffic 

In IAB network, the BH links are used to transmit F1-C/F1-U traffic. In general, the inter-donor topology redundancy can be used to balance the load caused by F1-U traffic. It is natural to balance the load per GTP-U tunnel, e.g., in Fig. 3, donor 1 can move the traffic of some GTP-U tunnels to the Leg#2.  However, F1-C traffic is not the main source of load in the IAB network. So, whether the inter-donor topology redundancy can be used for F1-C traffic load balancing or not needs further discussion. 

Q2-2(F1-C/F1-U load balancing): please provide view on the following questions:

a. What’s the granularity of the load balancing for F1-U traffic? (e.g., per GTP-U tunnel)

b. Can the inter-donor topology redundancy be applied to the F1-C traffic? If yes, what’s the granularity (e.g., per TNL association)?

	Company
	Comments 

	Samsung 
	a. The load balancing for F1-U traffic is performed per GTP-U tunnel via inter-donor topology redundancy.
b. It is no harm to apply inter-donor topology redundancy to F1-C traffic. The granularity can be per TNL association

	Qualcomm
	Agree with Samsung. The F1-C redundancy solution is also needed for IAB-node migration (CB#11).

	Nokia
	Agree with Samsung

	Huawei
	We prefer to clarify the scenarios , before the detailed discussions

	ZTE
	Agree with Samsung

	AT&T
	Agree with Samsung

	Ericsson
	We are fine with Samsung’s proposal

	Verizon
	Agree with Samsung

	Futurewei
	We are fine with Samsung’s proposal regarding load granularity.

	Fujitsu
	Agree with Samsung

	
	

	
	


Summary:

· 9 companies support to apply inter-donor topology redundancy to both F1-C and F1-U traffic, and the granularities for F1-U and F1-C are per GTP-U tunnel and per TNL association, respectively. 

· 1 company prefer to clarify the scenarios first.   

· Considering the majority view, the moderator proposes the following proposal:

Proposal 2-2: the inter-donor topology redundancy is applicable for both F1-C and F1-U traffic, and the granularities of the load balancing are per GTP-U tunnel for F1-U traffic and per TNL association for F1-C traffic.
2) F1 termination point of the boundary IAB node and its descendant IAB node(s)

Contributions [1](Samsung), [3](LG) and [5](Nokia) address this aspect: [2] indicates that the F1 interface should be established to the donor which allocates the BAP address, while [1][3] indicates that the IAB node should establish F1 interface with the master node. The two scenarios shown in Fig. 3 indicate that both donor1 and donor2 can be the candidate of the F1 termination point. So, the following options can be considered:

· Opt 1: both the boundary IAB node and the descendant IAB node(s) terminate F1 interface to the same donor node, e.g., either donor1 or donor2 

· Opt2: both the boundary IAB node and the descendant IAB node(s) terminate F1 interface to donor1 (master node of the boundary IAB node)

· Opt3: both the boundary IAB node and the descendant IAB node(s) terminate F1 interface to donor2 (secondary node of the boundary IAB node)

· Opt4: Among boundary IAB node and the descendant IAB node(s), different nodes have different F1 termination points (e.g., in Fig.3, IAB3 connects to donor 1, and IAB4 connects to donor 2). 

Q2-3(F1 connection): please provide view on the F1 termination point of the boundary IAB node and its descendant node(s) (the above 4 options can be the starting point)

	Company
	Comments 

	Samsung
	We support Opt 2. 
First, we think the boundary IAB node and its descendant nodes should connect to the same donor node. The reason is that, in Fig. 3, the descendant nodes are single-connected to its parent node, and the F1 termination point of the single-connected IAB node should be the same as the node to which the RRC connection is established
Secondly, the inter-donor topology redundancy is for the load balancing. Thus, before adding another donor node, the boundary IAB node is already connected to donor 1. Moreover, donor 2 is used for offloading, there is no need to switch the F1 interface to donor 2 since it will introduce significant signaling overhead. 
Thirdly, if different nodes connect to different donors, it will increase the design complexity and introduce more coordination among donors. 

	Qualcomm
	For IAB-node migration, we want to allow that concurrent F1-C connections can be supported to both donors. This for instance is needed to allow gradual IAB-node migration to avoid the signaling storm (CB#11).
In other words, we want to allow that each of the boundary and/or descendant IAB-nodes can support two logical IAB-DUs. However, on the air interface, only one of these two logical IAB-DUs should be active (e.g. broadcast donor-NCI).

We should discuss if the active gNB-DUs of the boundary and descendant IAB-nodes belong to the MN, SN or mixed MN/SN.
We further need to discuss what should happen if one of the descendant IAB-nodes is dual-connected with another donor (e.g. IAB-node 4 is dual-connected with donor 3, and donor 3 might be MN or SN for IAB-node 4).

	Nokia 
	Opt 1 or Opt 2

We agree with Samsung that the IAB node and descendant IAB node shall connect to the same Donor. But we may need further analysis whether it is always master node, or secondary node.

	Huawei
	QC mentions some interesting scenarios, that the descendent nodes may belongs to different donor from the parent IAB node. And descendent nodes may also connects to an extra donor 3. These plentiful scenarios seems need more considerations, but will definitely increase the complexity. 

	ZTE
	Agree with Samsung

	LGE
	Option 2. As discussed in our contribution. 
In case of dual connectivity based two donor CU redundancy architecture for IAB node, a simple assumption is that IAB-DU can only setup F1-C with Master CU (i.e., Donor-CU1), which will make the issues be simply solved

	Ericsson
	Opt2.

We disagree with the assumption that the IAB-MT uses NR-DC to connect to two donors. We should explore other options, for example in the next meeting.

	Verizon
	Similar view as Nokia. the IAB node and descendant IAB node shall connect to the same Donor, but needs further analysis on whether it is always MN or SN.

	Futurewei
	Option 4.

In figure 3 IAB2-DU is connected to Donor2-CU, whereas the DU of its descendant node (IAB3-DU) is connected to Donor2-CU. So, it is not clear why the same principle should not also apply to IAB4. In other words, IAB3-DU could have an F1 connection to Donor2-CU, while IAB4-DU could be connected to Donor1-CU.

In general, the concept of MN and SN applies to the IAB-MT. Whereas for there is no such concept of DC for an IAB-DU. What is important is that the IAB-DU’s F1-C and the RRC connections of the IAB node’s descendants (descendant MTs and UEs) are anchored at the same donor CU. 

	Fujitsu
	Opt 1 or Opt 2.

Agree with Nokia. The DUs of IAB node and descendant IAB node may need connect to the secondary node e.g. during inter-donor migration.

	
	

	
	


Summary:

· 7 companies support to terminate F1 interface to the same node

· 4 companies agree to terminate F1 at master node

· 3 companies need further analysis on which node to be terminated (master node vs. secondary node)  

· 3 companies show interests on other scenarios, e.g., different nodes connect to different donors (including extra nodes except donor1 and donor2 in Fig. 3)   

· Considering the majority view, the moderator proposes the following proposal:

Proposal 2-3: as a starting point, the F1 interface of the boundary IAB node and descendant IAB node(s) terminate to the same donor. The following open issues need further discussion:

· FFS on which node (master node vs. secondary node) in case of terminating F1 interface to the same donor

· FFS on the case that different nodes can terminate F1 interface to different donors (including extra donors except MN and SN)
3) Anchor node of the traffic of the boundary IAB node and descendant IAB node(s)

In Fig. 3, two legs anchored to the same donor node, i.e., donor1, and the packets over Leg#2 are routed via the donor2-DU without involving donor2-CU. The benefit has been discussed in contribution [7](ZTE). Thus, the following proposal is given for further discussion:

Moderator’s proposal 2-4: in case of inter-donor topology redundancy, the traffic of an IAB node is anchored to the same donor CU, and the routing paths used for packet transmission will not contain any additional donor CU. 

Q2-4(Anchor node): please provide view on Moderator’s proposal 2-4

	Company
	Comments 

	Samsung 
	Agree the Moderator’s proposal 2-4

	Qualcomm
	Agree

	Nokia
	Unclear about the proposal 2-4. Is it about the F1-U between Donor1-CU and IAB-DU is via direct data forwarding, i.e. not pass through Donor2-CU-UP? If so, we agree. 

	Huawei
	As commented at Q2-1, we need to consider whether the SN terminated bearers should be supported or not. If supported, the traffic of an IAB node is not only anchored to one donor CU.

	ZTE
	Agree 

	LGE
	Agree

	AT&T
	Agree with Huawei

	Ericsson
	We do not understand this proposal

	Verizon
	Agree

	Futurewei
	We assume that what is being proposed in direct data forwarding. If that is the case, then it seems Ok.

	Fujitsu
	Agree

	
	

	
	


Summary:

· 8 companies support the direct data forwarding, i.e., the F1 traffic between donor CU and the IAB node will be transmitted without passing through additional donor CU(s) 

· 2 companies indicate that SN terminated bearers should be considered 

· 1 company need further clarification 

· The moderator wants to use one example (mentioned by Nokia) to explain the intention of this proposal, i.e., the F1-U between Donor1-CU and IAB-DU is via direct data forwarding, i.e., not pass through donor2-CU-UP. 

· With the above clarification, and considering the majority view, the following proposal is given:

Proposal 2-4: in inter-donor topology redundancy, the direct data forwarding is applied for the F1 traffic transmission, i.e., the F1 traffic between donor CU and the IAB node will be transmitted without passing through additional donor CU(s). 

4) Collision in inter-donor topology redundancy

As we know, the routing of an IAB node is always configured by its connected donor CU. In Rel-16, the intra-CU topology redundancy indicates that all IAB nodes in the topology are configured by the same donor CU. However, the inter-donor topology redundancy results in that along some routing paths in the topology, at least two IAB nodes are configured by different donor nodes. For example, in Fig. 3, if IAB3 is configured by donor1, the IAB2 over Leg#2 is configured by donor2. Thus, the collision may occur when configuring the routing, which is identified by some contributions [3](LG), [4](QC),[5](Nok), [7](ZTE):

· BAP routing ID collision[4][5]: two donor CUs assign the same BAP routing ID to different routing paths

· BAP address collision[3][5][7]: different IAB nodes are assigned with the same BAP address 

To resolve the collision, several solutions are mentioned in contributions, which can be divided into two categories, i.e.,:

· Category 1: resolve the collision by BAP address/BAP routing ID assignment

· Opt 1: OAM [7] – OAM assigns non-overlapping BAP address space to different CUs 

· Opt 2: inter-donor negotiation [3][4][5][7]

· Opt 3: global unique identity [4][5][7] – e.g., donor CU ID + BAP routing ID

· Category 2: resolve the collision by concatenation

· Opt 4: BAP header re-writing [4] – replace BAP routing ID of the received packet by a new BAP routing ID 

· Opt 5: IP routing [4] – provide IP routing configuration at the boundary IAB node

In addition, some issues of the BAP address assignment are the basis when resolving the collision, e.g., 

· Which node is responsible for the BAP address allocation?

· How many BAP address is assigned to the IAB node?

Q2-5(Collision): please provide view on the following issues:

a. Which node is responsible for the BAP address allocation for the boundary IAB node and the descendant node(s)?

b. How many BAP address is assigned to the boundary IAB node and the descendant node(s)?

c. the collision avoidance scheme (the above options can be the starting point)
	Company
	Comments 

	Samsung
	a. the node(s) serving the cell group will allocate the BAP address

b. the boundary IAB node has two BAP addresses, while the descendant IAB node has one BAP address
Specifically, for the boundary IAB node, both master donor and secondary donor should allocate the BAP address so that the boundary IAB node will have two BAP addresses. This will result in that the routing over different topologies controlled by different donor nodes can use the corresponding BAP address even if both BAP addresses are the same. 

For the descendant IAB node, since it only has one cell group, the connected donor node should allocate the BAP address. So, the descendant IAB node has one BAP address. 
c.  We prefer to Opt4

Opt 4: In our understanding, the topology redundancy cannot break the freedom of each donor CU to configure the routing and bearer mapping at its own topology. The reason is that each donor CU has a lot of IAB nodes under it to manage. This option does not introduce any limitation to BAP address space and BAP routing ID space. Moreover, both donor 1 and donor 2 can independently arrange the routing and bearer mapping under its own topology. The boundary IAB node is located at the boundary of two topologies so it can map the packets in one topology to another topology by rewriting the BAP routing ID. 
Opt1: increase the complexity of OAM, it also limits the BAP address space of one donor node since the BAP address used by one donor node cannot be used by another donor.  
Opt2: it introduces complex negotiation between donor nodes, e.g., both nodes need exchange the available BAP address and/or BAP routing ID. Also, such option will limit the space of BAP address and BAP routing ID 

Opt 3: it may introduce additional information in BAP header, e.g., CU ID, which will increase the overhead 

Opt 5: it changes the protocol stack of IAB, i.e., IAB node needs look into IP layer

	Qualcomm
	a) Each donor allocates BAP addresses in its own topology.

b) This depends on the selected option:

· Options 1 and 2: the BAP address of the destination access IAB-node in DL (e.g. IAB-node 4) or destination donor-DU in UL (e.g. donor2-DU) may have to change based on the negotiation b/w the two donors (or OAMs), or an additional BAP address may have to be configured for the respective destination node.

· Option 3: all nodes are allocated one BAP address

· Options 4 and 5: all nodes but the boundary node are allocated one BAP address. The boundary node is allocated two BAP addresses.

c) 
· Option 1 should not be supported because CUs control the topology and not OAM. 

· Options 1 and 2 reduce the overall BAP space as it has to be shared b/w the green and the blue topologies.

· Option 3 adds overhead to the routing configuration since each routing entry needs to carry a topology identifier.
· Options 4 and 5 allow each donor-CU to configure BAP in its own topology independently. Additional routing/mapping configuration is needed at the boundary IAB-node.

	Nokia
	a and b depends on the decision on Opt 1-5. For example, if Opt 3 is selected, all IAB node may only need one global BAP address. On the other hand, if Opt 4 is selected, the boundary IAB node may need to have 2 BAP address, assigned by each Donor. 

Opt 2/3/4 shall be considered for further evaluation

	Huawei
	We prefer to clarify the scenarios , before the detailed discussions

	ZTE
	In our opinion, question a and b are related to the collision avoidance scheme, 
IAB-node can have 2 BAP addresses, which are assigned by different donors.  

	LGE
	We need to decide how many BAP addresses are needed first. 
Better to evaluate 2/3/4 further and down select

	Ericsson
	a. Each donor in its own network

b. Two
c. The issue is too detailed for this stage

	Futurewei
	It seems logical that the node serving the cell group allocates the BAP address, and so an IAB node may have two BAP addresses. 

However, BAP address collisions could also be avoided via partitioning of BAP address space (e.g. via OAM) or by some coordination between CUs.

	Fujitsu
	A and b are related to the option 1-5 to be selected.

	
	

	
	


Summary:

· For BAP address allocation:

· 5 companies agree that “each donor allocates BAP address in its own topology”
· For the number of BAP addresses of IAB node:

· 3 companies agree that an IAB node can have two BAP addresses; 
· 1 company agree that the boundary IAB node has two BAP addresses and the descendant node(s) has one BAP address; 
· 4 companies think this is related to the options for collision resolution
· For options of collision resolution:

· 2 companies suggest to evaluate option 2/3/4
· 1 company has concern on scenario

· Since the majority view can be observed for BAP address allocation only, the following proposal is given:

Proposal 2-5: each donor allocates BAP address in its own topology. 

5) Inter-donor signaling for packet routing

In this meeting, some contributions discussed the inter-donor signaling to enable packet routing over IAB nodes connected to different donors, e.g., [1] (Samsung), [5](Nok), [7](ZTE). As an example, the following information are mentioned:

· Donor1 ( Donor2 in Fig. 3: e.g., F1-C/U traffic information (e.g., DRB QoS, UL F1-U tunnel info., DL F1-U tunnel info., F1-C traffic type, SCTP association information, etc.) [1], topology-related information, bearer mapping and routing information related to descendant nodes [7].
· Donor2 ( Donor 1 in Fig. 3: e.g., allocated IP address[5], BAP address[5], DSCP/flow label[1][5], topology related information[7], bearer mapping information[1][7], routing information[7], etc..  

Since this is related to Stage-3 details, the moderator would like collecting views from companies to see if some common information are agreeable. 
Q2-6(inter-donor signaling): please provide view on potential inter-donor signaling to enabling the inter-donor topology redundancy (e.g., in Fig. 3, signaling from donor1 to donor 2 , signaling from donor 2 to donor 1 ) 

	Company
	Comments 

	Samsung 
	Donor1 ( Donor2: some examples are 

· the information related to the offloaded traffic (e.g., DRB ID, QoS information, DL/UL F1-U tunnel information, F1-C type information, TNL association information, etc.)
· BAP routing ID set for DL traffic 
Donor2( Donor1: some examples are

· DSCP/flow label for DL traffic, bearer mapping information for DL traffic (e.g., prior-hop node+ingress BH RLC CH towards the boundary IAB node) 
· updated BAP routing ID for DL traffic (in case the received BAP routing ID for DL traffic from Donor1 causes collision in donor 2)
· BH mapping information for UL traffic
However, since this is stage 3 detail, we are also open for the discussion on detail information. 


	Qualcomm
	We need to first converge on the details of transport before we can discuss the configuration.

	Nokia
	This depends on Q2-5. This can be discussed later. 

	Huawei
	We prefer to clarify the scenarios , before the detailed discussions

	ZTE
	The information exchanged via Xn interface is related to many factors, e.g. the BAP address/routing collision avoidance scheme, which donor is responsible for the BH configuration, whether IAB-DU configuration needs to be coordinated. So it can be discussed at a later stage.

	LGE
	To be discussed later

	Ericsson
	Same view as Huawei

	Futurewei
	This discussion seems a bit premature. Having said that, most of the proposed information to be exchanged seems not that controversial. One thing that is not very clear to us is what does topology related information mean. We are not sure why it would be necessary to exchange information about one network’s topology with the other network. It would seem that one advantages of this approach is that the details of the topology of one network could be hidden from the other network, thus simplifying the interface definition.

	Fujitsu
	To be discussed later

	
	

	
	


Summary:

· 8 companies prefer to discuss this at later stage. 

· 1 company gives some examples. 

· It is premature to discuss this. Thus, no conclusion is made. 
6) IP address allocation

In order to support the inter-donor topology redundancy, the boundary IAB node and the descendant nodes have to transmit the packets via different donor DUs, which needs different IP addresses. Contribution [1](Samsung) and [5](Nok) proposed that the IP address should be allocated by two donors, while contribution [3](LG) proposed that the master node assigns the IP address for F1 setup.  
Q2-7(IP address allocation): please provide view on the following questions

a. Which node is responsible for the IP address allocation for the boundary IAB node and descendant IAB node(s)?

b. How is the IP address allocated (e.g., signalling procedure for IP address allocation)?

	Company
	Comments 

	Samsung 
	a. Both donors are responsible for the IP address allocation. 
In Fig. 3, the packets are transmitted via two different donor Dus under different donor CUs. Thus, the applied IP address should be different, which are allocated by different donors. Specifically, the boundary/descendant IAB node should be allocated two sets of IP addresses, each of which is associated with one donor DU. 

b. The legacy procedure with potential enhancements over XnAP 
For IP address configuration, the RRCReconfiguration message can be used, and the Rel-16 design allows to include IP addresses anchored to different donor Dus

For IP address request, the IAB node can use the legacy procedure to request the IP address. However, since some addresses are allocated by donor 2, the donor 1 can send IP address request to the donor 2 via XnAP. Thus, the potential enhancement is to introduce IP address request from donor 1 to donor 2 over XnAP. 


	Qualcomm
	Ultimately the IP address will be allocated by the anchor IAB-donor-DU and the corresponding CU.
XnAP may have to be enhanced b/w the two donors.

	Nokia
	Agree with Samsung

	Huawei
	The details can be discussed at later stage, after we have progress on the scenario clarification

	ZTE
	Agree with Samsung. 

	Ericsson
	Too early for these details

	Futurewei
	We agree with other companies that it is a bit early to be discussing these details.

	Fujitsu
	Agree with Samsung.

	
	

	
	

	
	


Summary:

· 5 companies think the enhancement for IP address allocation may be needed between two donors
· 2 companies think it is too early to discuss this

· 1 company has concern on the scenario 
· Since no majority view is observed, no conclusion is made. 
7) Determination of the degree of load balancing between two legs

The load balancing is achieved by distributing the load to the topologies under different donors. The resultant issue is which node determines the degree of load balancing. Contribution [3](LG) and [5](Nok) indicate that the master node should make the decision. 

 Moderator’s proposal 2-8: the master donor determines the degree of load balancing.

Q2-8(degree of load balancing): please provide view on the moderator proposal 2-8. 

	Company
	Agree/disagree
	Comments 

	Samsung
	Agree
	

	Qualcomm
	See comment
	The MN indicates in the request message to SN what traffic it wants to redirect to the redundant path. The SN approves or rejects.

	Nokia
	Agree
	It is MN to decide the load balancing, and the actual “amount” traffic to be offloaded is similar to DC, i.e. MN request, then SN approve or reject. 

	Huawei
	
	The details can be discussed at later stage, after we have progress on the scenario clarification

	ZTE
	Agree 
	

	LGE
	Agree
	MN decides the degree, i.e., the traffic

	Ericsson
	Disagree
	We disagree with the assumption that the IAB-MT uses NR-DC to connect to two donors. We should explore other options, for example in the next meeting.

	Verizon
	Agree
	

	Futurewei
	Disagree
	The donor node that anchors F1 of the IAB-DU should manage load balancing. Whether this node is the MN or the SN for the IAB-MT seems irrelevant here.

	Fujitsu
	Agree
	

	
	
	

	
	
	


Summary:

· 6 companies agree that the master node determines the degree of load balancing

· 1 company indicates that the procedure is “The MN indicates in the request message to SN what traffic it wants to redirect to the redundant path. The SN approves or rejects.”
· 2 companies disagree

· 1 company has concern on the scenario
· Considering the majority view, the following proposal is given: 

Proposal 2-8: the master node determines the degree of load balancing.
8) Resource configuration

In contribution [5](Nok), the resource configuration at the IAB node is raised, i.e., “ Since the IAB-DU only have F1-C interface with one Donor, it is that Donor who initiates the F1AP procedure to configure the resource configuration. It may require coordination between the 2 Donors in case a conflict exist.” According to the moderator’s understanding, the issue is that two donors should be coordinated to configure the resource of the IAB node since such node needs serve the traffic transmitted via different topologies under different donors. 

Q2-9(resource allocation): please provide view on the following questions

a. Whether the coordination between two donors is needed for the resource configuration at the IAB node?

b. If needed, what’s the expected enhancement?  

	Company
	Comments 

	Samsung
	We didn’t see the necessity for the coordination. The resource of the IAB node can be controlled by its connected IAB node since the existing resource status information over F1AP can take the traffic over two topologies into account. 

	Qualcomm
	There needs to be coordination between the two donors.

In Figure 3, IAB-node 3 receives its IAB-DU cell resource configuration from donor-CU1, whereas IAB-node 2 receives its IAB-DU cell resource configuration from donor-CU2. These two resource configurations should be coordinated to meet the half-duplex constraint at IAB-node 3. This is explained in detail in R3-206259.

	Nokia
	Coordination is needed between Donors. This may be discussed later when the collision issue is addressed. 

	Huawei
	The MT connects to two parent nodes which are belong to two different donors, the dual connected IAB node’s DU part resource configuration should consider the resource allocated for the MT from the two separate parent DUs, so the coordination between two IAB donors seems inevitable. We should also check with RAN1 about whether it is feasible for an IAB-node dual connected to two different donors, with the half-duplex constraints for the IAB-MT and collocated IAB-DU.  

	ZTE
	In case of inter-carrier DC, it is no need for the coordination. If intra-carrier DC is supported, resource coordination may be needed. However, whether to support intra-carrier DC is unclear. So we can discuss this issue later.

	LGE 
	Coordination is necessary between two donors. 

	AT&T
	Resource coordination is needed between the two donors to take into account the multiplexing cases and duplex constraints/capabilities of the IAB node. This also depends on whether inter-carrier or intra-carrier dual connectivity is supported. RAN1 needs to investigate the details and can provide guidance on the requirements for signaling enhancements between the parent nodes and donor nodes.

	Ericsson
	We are rushing into things. We need to first clarify what the resource coordination exactly means, i.e. which parameters it comprises.

	Verizon
	Share view with Ericsson, need to clarify what resource coordination exactly means in this context. 

	Futurewei
	Coordination may be necessary but can be discussed later. 

	Fujitsu
	Coordination may be necessary but can be discussed later.

	
	


Summary:

· 5 companies agree the necessity of resource coordination
· 1 company disagrees
· 1 company needs scenario clarification first 

· 4 companies think it should be discussed later
· Considering no majority view, no conclusion is made. 

9) Dual-connectivity of IAB-MT of the boundary IAB node

To support inter-donor topology redundancy, the IAB-MT of the boundary IAB node should establish dual-connectivity with two donor nodes. Contribution [1](Samsung) mentioned some enhancements, e.g., BH RLC CH configuration at the SCG. 

Q2-10(Dual-connectivity of IAB-MT): please provide view on the following question

a. Is there any enhancement needed for the dual connectivity establishment of IAB-MT of the boundary IAB node?  

	Company
	Comments 

	Samsung
	· BAP address allocation

Enhancement may be needed if we agree that the IAB node can be allocated two BAP addresses, one is for MCG and one is for SCG. The current RRC signaling only support to configure one BAP address per IAB node

·  IP address allocation 

No additional enhancement is needed. The current RRC signaling is allowed to assign IP addresses anchored to different donor DU since the anchor donor DU BAP address is provided per IP address. 

· BH RLC CH configuration 

No additional enhancement is needed. The BH RLC CH configuration is provided in CellGroupConfig IE. Thus, the BH RLC CHs for MCG and SCG can be configured via the existing signaling. 

· Parent node BAP address

No additional enhancement is needed. Such address is contained in CellGroupConfig IE. Thus, for each cell group, the IAB donor can configure the BAP address of parent node. 

	Qualcomm
	Agree with Samsung.

	Nokia
	Agree with Samsung, but it seems more related to RAN2

	Huawei
	The details can be discussed at later stage, after we have progress on the scenario clarification

	ZTE
	BAP address allocation may be enhanced. But this depends on the BAP address collision avoidance scheme.

	LGE
	Agree on the issues on BAP Address etc., to be discussed later for the detailed solutions

	Ericsson
	We disagree with the assumption that the IAB-MT uses NR-DC to connect to two donors. We should explore other options, for example in the next meeting.

	Verizon
	Agree with Samsung (but these details may be a little early)

	Futurewei
	We generally agree with Samsung’s analysis. However, we also think that it might be a bit premature to discuss this level of detail.

	Fujitsu
	Disagree with the assumption that the IAB-MT uses NR-DC to connect to two donors, because it depends on whether the boundary node can act as two logical DUs of the 2 donors respectively.

	
	


Summary:

· 7 companies agree that BAP address allocation enhancement may be needed 
· 1 company think it is in RAN2 scope

· 4 companies think it should be discussed at later stage 
· 1 company needs to clarify the scenario first 

· 2 companies disagree the assumption that IAB-MT uses NR-DC
· According to the above discussion, no concrete proposal can be made. 
10) Others

Q2-11 (Others): please provide the view on other issues (if any) not mentioned above. 

	Company
	Comments 

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	


3.3 Other issues

In contribution [8](HW), the multi-MT support was discussed. In last RAN3 meeting, the following agreement was achieved:

	Multi-MT Support is FFS in RAN3 pending RAN2


So, it is better to wait for RAN2 progress first before we discuss this issue again. 

In this section, if any additional issues are missing in Section 3.1 and 3.2, companies are welcome to raise it here. 

Q3-1 (Others): Please raise issue which is not covered in Section 3.1 and 3.2 

	Company
	Comments 

	Samsung
	The multi-MT support is pending RAN2 progress. 

	Qualcomm
	Agree with Samsung.

	Nokia
	Agree with Samsung. No need to discuss it in RAN3 until RAN2 make a decision.

	Huawei
	Agree Samsung

	ZTE
	Agree with Samsung.

	LGE 
	Yes, pending to RAN2

	Fujitsu
	Agree with Samsung.

	
	

	
	


Summary:

· All companies agree that multi-MT support is pending RAN2 progress. 
· Since this was agreed in last RAN3 meeting, no conclusion is needed. 
4 Conclusion, Recommendations [if needed]
If needed
5 References
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