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1 Introduction
Last meeting discussed the scenario and issue to support service continuity for slicing, and two scenarios have been captured in TR. However, according to the discussion during last meeting, the scenarios captured needs further evaluation.
In this contribution, we further discuss and evaluate these two scenarios. And provide discussion in reply to the incoming SA2 LS.
2	Discussion
2.1 Evaluation on scenarios
Last meeting captured two scenarios which are considered to support service continuity,
- Scenario 1: Slice resource shortage in case of Intra-RA mobility and Inter-RA mobility
- Scenario 2: Non-supported slice in case of Inter-RA mobility
For Scenario 1, an Editor note was captured last meeting to analyse the implications of slice remapping in the condition that whether the remapping of a slice to the re-mapped S-NSSAI may create an issue of overload in the re-mapped S-NSSAI. As indicated in TS 28.541, the RRM Policy Network Resource Model has clearly associated each RRM Policy member with S-NSSAI, and classified resources into dedicated resource, prioritized resource and shared resource through management interface, which clearly shows that the radio resource can be allocated as dedicated, prioritized and shared ones for a specific slice for RRM purposes at RAN.
When the resource associated with a slice is in shortage in the target node, the current spec in R15 & R16 does not support the possibility that the target node can still admit the slice temporarily with the resource dedicated or prioritized to another slice. For such cases, we believe it can be optimized in R17, namely, the target node can accept the slice with the resource dedicated or prioritized to another slice; therefore, the remapping from the slice in resource shortage to another slice which has enough dedicated or prioritized resource can be considered to support service continuity.
As a result, the question captured in the Editor note does not cause any problem when the resource dedicated or prioritized to the re-mapped resource is abundant; while if there’s potential risk that may cause overload to some specific re-mapped slices at the target node, the target node can choose those candidate re-mapped slices which has enough dedicated or prioritized resources to remap. The worst case is that the target node cannot do remapping since all candidate re-mapped slices are short of resources; in such condition, the whole cell may be undergoing overload regardless of whether there’s slice remapping or not, which is out of the scope of this SI.
For Scenario 2, an Editor note was captured last meeting to analyze whether for a well defined SLA the slice services should be available also outside of the RA. Firstly, as discussed in last meeting and mentioned by [2], this scenario also consider the case when imperfect coverage planning is carried out, so there’s a chance that the UE is moving out of RA temporarily and going back soon.
Secondly, note that the objective of the SI is to study slice re-mapping, fallback and data forwarding procedures, and the existing discussion is mainly about how to do remapping for the captured scenarios; temporarily there’s little discussion on the possibility to perform slice fallback for some specific services. In our opinion, for some delay-tolerant services or some non-GBR flows mapped within a slice, if no stringent performance needs to be guaranteed by the slice, then the slice can fallback to e.g. a ‘default’ slice in order to support service continuity. Since there’s no such ‘default’ slice defined in current spec, and the slice is an end-to-end definition, the coordination with SA2 may be required. We can study if there’s a particular necessity to introduce such a ‘default’ slice which e.g. every slice can be re-mapped to, in order to maintain service continuity in case of not only Scenario 2, but also Scenario 1.
Proposal 1: Remove the Editor note under descriptions of each Scenario.
Proposal 2: Study the mechanisms on slice fallback, e.g. whether ‘default’ slice is needed to support service continuity.
3	Conclusion
This contribution discusses service continuity for slicing, and provides following proposals,
Proposal 1: Remove the Editor note under descriptions of each Scenario.
Proposal 2: Study the mechanisms on slice fallback, e.g. whether ‘default’ slice is needed to support service continuity.
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