[bookmark: _Toc193024528][bookmark: _GoBack]3GPP TSG-RAN WG3 Meeting #110-e	R3-206729
2 – 12 Nov 2020

Title: 	Initial discussions on further enhancement for data collection
Source: 	Huawei
Agenda item:	18.2
Document Type:	pCR
1. Introduction
In RAN#88e, a new SI “study on further enhancement for data collection” was approved [1]. The objectives of the SI are as follows:
	This study item aims to study the functional framework for RAN intelligence enabled by further enhancement of data collection through use cases, examples etc. and identify the potential standardization impacts on current NG-RAN nodes and interfaces.  
The detailed objectives of the SI are listed as follows:
Study high level principles for RAN intelligence enabled by AI, the functional framework (e.g. the AI functionality and the input/output of the component for AI enabled optimization) and identify the benefits of AI enabled NG-RAN through possible use cases e.g. energy saving, load balancing, mobility management, coverage optimization, etc.:
a) Study standardization impacts for the identified use cases including: the data that may be needed by an AI function as input and data that may be produced by an AI function as output, which is interpretable for multi-vendor support.
b) [bookmark: OLE_LINK6][bookmark: OLE_LINK7]Study standardization impacts on the node or function in current NG-RAN architecture to receive/provide the input/output data.
c) Study standardization impacts on the network interface(s) to convey the input/output data among network nodes or AI functions.
[bookmark: OLE_LINK8]One general objective for the work is that the studies should be focused on the current NG-RAN architecture and interfaces to enable AI support for 5G deployments.
Coordination based on LSs with other groups, if needed, e.g. SA3, RAN1/RAN2, SA2 and SA5.



The objectives above are at very abstract level, and it is not clear what the actual 3GPP work is associated with them. In this document, we intend to give some background of the big data analytics and discuss the high-level principles of the RAN intelligence in RAN3. 
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]2. Background
Usually, a big data analytics starts with a specific task, a general big data analytics could be divided into two phase: Model Training and Model Usage with the trained model.
2.1 Model training
The model training architecture is shown in Figure 2.1-1. The target of the architecture is to acquire a big data model with historic data. A big data model is a parameterized set of probability distributions. The main steps of the model training include the sample data collection, data pre-processing, feature engineering and model training.
[image: ]
Figure 2.1-1: Model Training with historic data
2.2 Model usage
The trained model in clause 2.1 could be used to perform model usage, for example, Prediction (e.g. packet/flow service classification). The Prediction architecture is shown in Figure 2. 2-1. Based on the model trained in clause 2.1, the target of the architecture is to perform a big data analysis on new data and make prediction.
[image: ]
Figure 2. 2-1: Prediction with new data
2.3 Existing 3GPP activities related to the big data analytics
In 3GPP, several SI/WIs related to the big data analytics are under discussion, e.g. SA2, SA5.
SA2 defines Analytics ID that is used to identify the type of supported analytics. For each Analytics ID, SA2 also defines the input data that is needed for the analytics and the data resource, and the output data representing the analytics result (e.g. statistics, predictions). For example, when the Analytics ID set to “Network Performance”, the input data is shown in Table 2.3-1, and the output analytics (predictions) is shown in Table 2.3-2 [2].
Table 2.3-1: Network performance input data
	Information
	Source
	Description

	Status, load and performance information
	OAM
	Statistics on RAN status (up/down), load (i.e. Radio Resource Utilization) and performance per Cell Id in the Area of Interest as defined in TS 28.552 [8].

	NF Load information
	NRF
	Load per NF

	Number of UEs
	AMF
	Number of UEs in an Area of Interest



Table 2.3-2: Network performance predictions
	Information
	Description

	List of network performance information (1..max)
	Predicted analytics during the Analytics target period

	> Area subset
	TA or Cell ID within the requested area of interest as defined in clause 6.6.1

	> Analytics target period subset
	Time window within the requested Analytics target period as defined in clause 6.6.1.

	> gNB status information
	Average ratio of gNBs that will be up and running during the entire Analytics target period in the area subset

	> gNB resource usage
	Average usage of assigned resources (CPU, memory, disk) (average, peak)

	> Number of UEs
	Average number of UEs predicted in the area subset

	> Communication performance
	Average ratio of successful setup of PDU Sessions

	> Mobility performance
	Average ratio of successful handover

	> Confidence
	Confidence of this prediction



In SA5, the SI on the Management Data Analytics (MDA) also studied concept to provide the capability of processing and analysing the raw data related to network and service events and status, in order to provide analytics report to enable the necessary actions for network and service operations. Similarly,  SA5 also defined the required data and the analytics report [3].
Observation 1: For big data analytics, SA2/SA5 defines the input data and output data for each supported analytics.
3. Discussion
Before we talk about the RAN intelligence enabled by AI/ML, we should reach a common understanding on what the AI/ML is. For example, the process loop of AI/ML [3] typically includes: 1) Data classification, which classifies the input data into the category for ML data training and the category for data analysis; 2) ML model training, which trains the algorithm of the ML model to be able to provide the expected training output; 3) Data analysis, which uses the trained ML model to analyze the classified data and generates the analytics reports; 4) Validation, which validates the analytics report to provide the feedback. The different groups of the process will have big impact on the RAN intelligence study, e.g. the RAN intelligence will have the whole four processes or have only the data analysis process. Therefore, during the study, we should make a clear definition of the AI/ML for RAN.
[bookmark: _Toc423019661][bookmark: _Toc423019946][bookmark: _Toc423020275][bookmark: _Toc423020292][bookmark: _Toc423020300]The study should make a common understanding and a definition of the AI/ML function for RAN.
As to detailed functions, it could take what has been studied in SA2/SA5 as base line, e.g. Data collection, Data processing, Result/output data from AI/ML model for implementing. Here we assume that model training was already done since it is an offline process which could be done outside of RAN, actually we think OAM should be the proper place for doing this. This would lead to another issue is, what part of the AI/ML function(s) have to be done within RAN area, this would guide the subsequent study work. Here our initial thinking is, based on the work in SA2 and SA5, RAN should focus on the input data collection and output data implementing part. 
The definition/scope of AI/ML function for RAN could refer to and take what has been studied in SA2/SA5 as base line, and the study should focus on, e.g. the input data collection and the output data implementing.
There some variations of how to define the types of AI/ML algorithms but commonly they can be divided into categories according to their purpose: 
-	Supervised learning: the algorithms are trained on a certain amount of labelled data. Their goal is to infer a function that maps the input data to the output data relying on the training of sample data-label pairs. The common algorithms include Nearest Neighbour, Naive Bayes, Decision Trees, Linear Regression, Support Vector Machines and Neural Networks.
-	Unsupervised learning: relying on unlabelled input data, the algorithms try to explore the hidden features or structure of the data. The common algorithms include k-means clustering and Association Rules.
-	Semi-supervised learning: provide a training dataset with both labelled and unlabelled data. This method exploits the idea that the cost to label is quite high and few data carries important information about the group parameters. The common algorithm is the Generative Adversarial Network (GAN).
-	Reinforcement learning: the algorithms are conceived for decision making by learning from interaction with the environment, which are trained by the data on the basis of trial and error. The common algorithms include Q-Learning, Temporal Difference and Markov Decision Process.
-	Deep learning: the algorithms rely on a multiple-layer network consisting of inter-connected nodes for feature extracting and transformation, which is inspired by the biological nervous system, namely the neural network. The common deep learning network architectures include Deep Neural Networks (DNN), Recurrent Neural Networks (RNN) and Convolutional Neural Networks (CNN).
In general, there are too many AI/ML algorithms in the market and each algorithm has its own advantages. It is unclear what algorithm is closely related to the task. For the purpose of improving the generalization ability of the AI/ML enabled RAN intelligence, the study should not attempt to specify the actual AI/ML algorithms. 
The study should not attempt to specify the actual AI/ML models/algorithms.
3GPP made a considerable effort to achieve the stable architecture for the 5G system during the R15 and R16. The AI/ML is tool and it must be seen as improvement of the existing network by additional Intelligence and/or the opportunity of learning via the interoperability. The AI/ML must not be an opportunity to re-open discussion on architecture, interface, or existing feature. Therefore, the study should be focused on the current NG-RAN architecture and interfaces, which was already captured in the objectives of the SI,
[bookmark: _Toc423019662][bookmark: _Toc423019947][bookmark: _Toc423020276][bookmark: _Toc423020293][bookmark: _Toc423020301]The study should be focused on the current NG-RAN architecture and interfaces. 
[bookmark: _Toc423019950][bookmark: _Toc423020279][bookmark: _Toc423020296]4. Conclusion
Based on the discussion in this paper, we propose the following:
Proposal 1:	The study should make a common understanding and a definition of the AI/ML function for RAN.
Proposal 2:	The definition/scope of AI/ML function for RAN could refer to and take what has been studied in SA2/SA5 as base line, and the study should focuse on, e.g. the input data collection and the output data implementing.
Proposal 3:	The study should not attempt to specify the actual AI/ML models/algorithms.
[bookmark: _Toc423020280]Proposal 4:	The study should be focused on the current NG-RAN architecture and interfaces.
5. Reference
[1] RP-201304, New SID: study on further enhancement for data collection, CMCC.
[2] 3GPP TS 23.288, Architecture enhancements for 5G System (5GS) to support network data analytics services.
[3] 3GPP TR 28.809, Study on enhancement of Management Data Analytics (MDA).
Annex – TP
[bookmark: _Toc27761153][bookmark: _Toc35209764]X	Scope
The objective of this TR is to study the use cases and to derive potential requirements to provide RAN intelligence, including:
-	Functions of RAN intelligence;
-	New use cases and new requirements for RAN intelligence; 
-	Gap analyses between requirements and existing SON/MDT requirements;
The basic rules for this study include but not limited to:
-	Not attempt to specify the actual AI/ML models/algorithms
-	Focused on the current NG-RAN architecture and interfaces
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