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Introduction

The new SI in RP-201304 named as Further Enhancements to Data Collection was approved in RAN#88e meeting.Topics such as energy saving and load balancing has received more concern in 3GPP discussions, in order to improve the performance of networks. All these consideration makes it necessary to discuss the related use cases such as load prediction at the same time, which could be possible to help enhance those functions. At the same time, Artificial Intelligence (AI) including machine learning (ML) has earned more attention from researchers in wireless communication, with its strong ability in calculation. Assisted with skills such as AI/ML, it is possible to improve the efficiency of network solutions and enhance the performance of current functions.
In this contribution, we discuss the algorithms for load prediction, some of which are assisted with machine learning skills, and we also demonstrates their value to be utilized in radio access networks for the enhancement of certain functions.
Discussion

Load prediction is to use the history information of traffic load in different cells to forecast the future load of certain cells, which could be utilized in several other current use cases in mobile networks to provide better network performance. Load prediction will play a role in some important use cases like energy saving, load balancing, and so on. 
The progress of modern technologies has brought much more demand on wireless communications than ever, which pushes more construction of base stations to support. Extended scale of network causes more power consumption, the operation expenditures (OPEX) is hence brought to a higher level. Actions on reducing energy consumption are of high necessity to be taken in the process of constructing green networks. Traditional strategies such as cell activation/deactivation relying on current load information is not accurate enough and could bring problems like ping-pong when the load fluctuates in a short period or decrease the user experience after offloading. Load prediction prevents such problems by making a prediction of future load information with reference to history load information, and thus helps make a more reasonable cell activation/deactivation decision. 

Observation 1: With the increasing amount of user demand on radio access networks, the scale of networks has been extended and brings more power consumption than ever. Hence, energy saving should be a topic to be searched and discussed. Compared with current used conventional energy saving solutions, load prediction is a vital tool to assist with energy saving strategies.

With the distribution and the movement of users in radio access networks, it often happens when some of the base stations burdens a extremely high amount of load while the others is almost free of load. This is the so called load imbalance which often happens in current networks, and it brings more attention to load balancing. Load balancing is a main feature of Self-optimized Network(SON) and also an important topic to be discussed, the goal of which is to distribute traffic load to different nodes of the network for the maximum utilization of network resources. To be more specific, A base station could monitor its load information, including Physical Resource Block (PRB) usage, Transport Network Layer (TNL) capacity, hardware load, number of active UEs, Radio Resource Control (RRC) connections, etc. And the base station would further exchanges the load information with its neighboring base stations. In this case, based on the load information of the local base station and the neighboring base station, the base station could decide to offload some of its UEs to a neighboring base station. Such optimization aims at increasing the system capacity and reliability as well as improving user experience. Obviously, load prediction can provide extra information as reference for the decision-making in load balancing processes. 

Observation 2: Load imbalance is a common phenomenon which often happen among base stations, depending on the distribution and movement of users. Load balancing is an important topic in RAN3. Base stations could decide to offload some load to other base stations, based on some load information. With the help of load prediction, the base stations could get more accurate decisions of load balancing, i.e., enhance the load balancing performance.

Load prediction based on linear ensemble model
A linear ensemble model composed of three sub-models is designed to predict the traffic load in terms of time, space and historical pattern respectively. Different methods such as time series analysis, linear regression and regression tree are applied to the sub-models, after which adjusted weights are calculated and allocated to each of the three sub-models to create the ensemble model.

The traffic load information of Milan during a few weeks is used to test the performance of the linear ensemble model. The accuracy of the ensemble model is compared down below with some other base line models, such as ARIMA and Prophet. The ARIMA model is a common one in time series models, without any seasonal feature considered. The prophet model is an open source time series model proposed by Facebook in 2017, which covers many sub-models in the perspective of tendency, self-regression, season, holidays, and so on. The evaluation index is ANRMSE (Average Normalized Root-mean Square Error). Table 1 is a comparison of the performance of proposed model and baseline models. A more clear comparison is shown in Fig.1.

Table 1 Comparison of prediction results
	Model
	2013-12-07 to 2013-12-30

	
	ANRMSE 

	ARIMA (baseline1)
	0.2671

	Prophet (baseline2)
	0.1792

	Time model
	0.1104

	Spacial model
	0.2074

	Historical model
	0.2293

	Ensemble model
	0.1061
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Figure 1: Flow chart of prediction results
The everyday ANRMSE of the Ensemble model and its sub-models from 7th December 2013 to 30th December 2013 are plotted into a line chart in Fig.2.
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Figure 2: Line chart of the ANRMSE of different models

The figures indicate that the prediction error of the Ensemble model is much lower than that of the two baseline models, representing a better performance in load prediction. Among the three sub-models, the time model gains the best performance, with the least prediction error.
Observation 3: The linear ensemble model, which combines the sub-models of time model, spacial model and historical model, could obtain accurate results in predicting load information for cells. Among the three sub-models, the time model shows the best performance.

Load prediction based on Convolutional Neural Networks
To improve the efficiency of prediction, another load prediction algorithm based on a convolution neural networks (CNN) structure named ResNet is designed. ResNet introduces residual learning to lower the complexity with the layers of neural networks getting deeper, by inserting shortcut connections to the stack layers.

Aside from the accuracy of prediction, another advantage of ResNet model is that it can save the amount of calculation. ResNet model could obtain the results of all cells by one time of training ,while the other models require a new round of training each time to predict the traffic of a new cell. It can be deduced on theory that ResNet model can reduce calculation amount and save running time. Experiments show that the time spent by ResNet to predict the traffic of 10000 cells is 0.297s, while the time required for Prophet to predict the traffic of one single cell at a time is 2.75s, which is multiples of the earlier one. Such advantage of ResNet make it acceptable for operators to employ it in current base station networks. In cases that the traffic information of several base stations is collected, ResNet is able to output the traffic load of all the cells of base stations, instead of calculating for multiple times for each cell. This could decrease the occupancy of CPU and save calculation resources in a great manner. For scenarios that a large amount of data is needed to calculate, the ResNet model could play an important role in load prediction.

Observation 4: The load prediction algorithm assisted with residual convolutional neural network (ResNet model), could save the calculation to a large extent. Each time the traffic load information is put into training, the future traffic load information of all cells could be predicted  at one time, which means higher calculation efficiency compared with other algorithms. 
Based on the simulations and analysis above, we conclude the load prediction based on linear ensemble model and that based on neural convolutional model are both fit for the scenarios in 5G communication networks and are able to enhance the current work on cases such as energy saving and load balancing. 

Furthermore, how to synchronize the ML models, exchange the output of the load prediction based on above ML models need to be further studied under the general AI-based RAN architecture.
Proposal: Machine learning assisted load prediction shows obvious advantage on cases such as energy saving and load balancing. It’s proposed to add Load Prediction as one use case in the TR .
Conclusion

It is proposed to approve the following proposals:

Observation 1: With the increasing amount of user demand on radio access networks, the scale of networks has been extended, which brings more power consumption than ever. Hence, energy saving should be a topic to be searched and discussed. Compared with current used traditional energy saving solutions, load prediction is a vital tool to assist with energy saving strategies.
Observation 2: Load imbalance is a common phenomenon which often happen among base stations, depending on the distribution and movement of users. Load balancing is an important topic in RAN3. Base stations could decide to offload some load to other base stations, based on some load information. With the help of load prediction, the base stations could get more accurate decisions of load balancing, i.e., enhance the load balancing performance.

Observation 3: The linear ensemble model, which combines the sub-models of time model, spacial model and historical model, could obtain accurate results in predicting load information for cells. Among the three sub-models, the time model shows the best performance.
Observation 4: The load prediction algorithm assisted with residual convolutional neural network (ResNet model), could save the calculation to a large extent. Each time the traffic load information is put into training, the future traffic load information of all cells could be predicted  at one time, which means higher calculation efficiency compared with other algorithms. 
Proposal: Machine learning assisted load prediction shows obvious advantage on cases such as energy saving and load balancing. It’s proposed to add Load Prediction as one use case in the TR .
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5. TP for TR
X.1 Load Prediction
X.1.1 Use case description

Load prediction is to use the history information of traffic load in different cells to forecast the future load of certain cells, which could be utilized in several other current use cases in mobile networks to provide better network performance. In cases where current load information is not enough for making accurate network decisions, load prediction could provide comparably accurate prediction of future information, taking history information as input, to help with the network decision-making.
For instance, mobile operators are working on energy saving solutions to decrease the power consumption of  networks in order to lower their operational expense (OPEX), where cell activation/deactivation are common strategies often used. Traditional strategies such as cell activation/deactivation relying on current load information is not accurate enough and could bring problems like ping-pong when the load fluctuates in a short period r decrease the user experience after offloading. Load prediction prevents such problems by making a prediction of future load information with reference to history load information, and thus helps make a more reasonable cell activation/deactivation decision. 

Another instance for the application of load prediction is load balancing, the aim of which is to distribute load evenly among different cells or offload some traffic from congested cells. Current load information is not enough for the load balancing decisions, as the traffic load has some tendency influenced by time or apace, according to the movement and distribution of users. Load prediction is able to dig the tendency of traffic information and forecast the future traffic load of cells so that help improve the performance of load balancing.

Now that AI skills including machine learning have been playing a more important role in communication networks, load prediction algorithms assisted with machine learning skills are able to provide accurate prediction results and save calculation amount to some extent, which could be used to different wireless network scenarios.
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