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Introduction

At the 3GPP TSG RAN#88e meeting, a new SI “Study on enhancement for data collection for NR and ENDC” [1] was approved for Release 17. 

In this paper, we provide some general introduction of artificial intelligence (AI) techniques.
Discussion
In the 5G era,  the  targets of communication systems are expanded to joint optimization of increasing numbers of key performance indicators including latency, reliability, use experience, etc. However, 5G brings new problems that are hard to modeled, solved and implemented through the current conventional framework. Fortunately, the field of artificial intelligence (AI) , which provides brand new concepts and techniques beyond traditional methods, will bring benefits to the field of communications and solve the problems.

AI, as the name implies, is dedicated to allowing machines to function with intelligence similar to humans. The field of AI research was born in 1950s  but experienced ups and downs. In recent years, AI has become popular techniques in academia and industry due to the explosive data storage and the powerful computing ability. Especially, AI techniques have made tremendous progress, and becoming the state of the art in different fields, such as computer vision, speech recognition, communication.

ML learning tasks are typically divided into two types, supervised and unsupervised learning, depending on the type of input and output. Another ML learning approach is reinforcement learning, is neither supervised nor unsupervised. 
Supervised learning: Training data includes the input data with a known label or desired output. Supervised learning algorithms learn a general rule that maps inputs and outputs.  Common algorithms include Support Vector (SVM), K-Nearest Neighbourhood (KNN), Linear Regression and etc. Most of Deep Learning approach is also based on the supervised learning, e.g. Convoluntional Neural Network (CNN), Recurrent Neural Network (RNN), Long short-term memory (LSTM), and etc.
Unsupervised learning: Training data only includes the input data so unsupervised learning algorithms find the structure from unlabeled input data, like clustering. Common algorithms include K-means clustering, principal component analysis (PCA) and etc.
Reinforcement learning (RL): This approach is based on alternative interaction between agent and environment. The agent perform certain action and the state will change which leads to the reward or a penalty. RL performs a certain goal with multiple interactions with the dynamic environment. Common algorithms include Q-learning, Deep RL, and etc.
According to different technical problems (e.g. optimization, detection, estimation, classification) , corresponding AI techniques could be selected and applied in the design and configuration for the 5G network.
In addition, a complete AI framework should contain two main parts, training phase and inference phase. Training is a computationally intensive operation, and the large quantity of training data is needed for training. During training phase, continuous optimization through backpropagation enable to acquire the ability to solve the specific problem. For the inference phase, we apply the capability of the trained model to the new data (inference data). We pay more attention on accuracy as well as model size and operation speed.
Overall, the common terminology of AI  below shall be captured in the TR:

AI:  Artificial  intelligence

ML: Machine learning 

DL:  Deep learning

RL:  Reinforcement learning

NN: Neural network
Model training: Utilizing the collected training data to train appropriate ML model.

Model inference: Utilizing the collected inference data to execute trained ML model.
Proposal  : The common terminology and definition above should be captured into TR.
3. Conclusion

It is proposed to approve the following proposals:

Proposal : The common terminology and definition above should be captured into TR.
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3
Abbreviations and Definitions

3.1
Abbreviations

AI    
Artificial  intelligence

ML
Machine learning 

DL

Deep learning

RL

Reinforcement learning

NN
Neural network
3.2
Definitions

Model training: Utilizing the collected training data to train appropriate ML model.

Model inference: Utilizing the collected inference data to execute trained ML model.
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