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1 Introduction

In the RAN #86 [1] meeting, a new WID was approved on enhancement to IAB, and the objective about topology adaptation were concluded to be studied in R17 IAB.

	Topology adaptation enhancements [RAN3-led, RAN2]:

· Specification of procedures for inter-donor IAB-node migration to enhance robustness and load-balancing, including enhancements to reduce signalling load.   

· Specification of enhancements to reduce service interruption due to IAB-node migration and BH RLF recovery.

· Specification of enhancements to topological redundancy, including support of CP/UP separation. 


In this paper, topological redundancy is further discussed, including the multiple connections and CP/UP separation.
2 Discussion
2.1 Inter-donor redundancy

Based on the following agreements in the last RAN3 109e-meeting, IAB topology redundancy was studied in order to achieve higher reliable and robust topology.

	Analyze Scenario 1 and Scenario 2 for inter-Donor Topology Redundancy, with the principle that an IAB-DU only have F1 interface with one Donor-CU:

· Scenario 1: the IAB is multi-connected with 2 Donors. 

· Scenario 2: the IAB’s parent/ancestor node is multi-connected with 2 Donors.


Firstly, from the scenario point of view, the inter-donor topology redundancy is only applied for the IAB-node located in the edge of the coverage of two IAB-donor. However for the most of IAB nodes, they are not in the coverage of two IAB-donor in the network deployment. 
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Figure 1: An example for IAB topology redundancy
In addition, if the two scenarios are agreed, the configuration of the redundancy link may introduce a lot of tough problems. For example the leg 2 in Scenario 2, with the principle that an IAB-DU only have F1 interface with one donor-CU, IAB-donor-DU 2 and IAB-node 2 are under the control of IAB-donor-CU 2 and configured by IAB-donor-CU 2 via F1AP, while IAB-node 3 and IAB-node 4 are configured by IAB-donor-CU 1 via F1AP. In other word, two separate parts of a routing path are configured by different IAB-donor-CUs. Therefore, two IAB-donor-CUs at least need to exchange some information with each other so as to achieve reasonable routing and proper scheduling. And for routing configuration, since BAP routing ID is allocated by IAB-donor-CU and current BAP routing ID is only unique within IAB-donor-CU. The IAB nodes may suffer BAP routing ID collision problem, e.g. an UL packet from IAB-node 4 is transmitted via IAB-node 2, it carries a BAP routing configured by IAB-donor-CU 1, such BAP routing ID may also be used by IAB-donor CU2 to indicate another path which also involve the IAB-node 2. Based on the limited applicable scenario and a lot of technological difficulty, we propose not to support the inter-donor topology redundancy in R17.

Observation 1 The scenarios for inter-donor topology redundancy is rare case and requires significant specification impacts and standard efforts.
Proposal 1 Not to support the inter-donor topology redundancy in R17 (i.e. connecting a donor-CU via the donor-DU of another donor-CU)
2.2 F1-C over NR access link 
As for CP/UP separation, CP uses only one hop in FR1, which means IAB-node can directly connect to the IAB-donor for RRC and F1-C connections of IAB-MT and IAB-DU. While UP can use multiple hops and multiple paths in FR2. From the CP point of view, directly connecting between IAB-node and IAB-donor is beneficial to reduce the latency for configuration. And UP can achieve higher reliability and throughput owning to the redundancy paths in backhaul link and larger bandwidth in FR2.

In addition, in NSA case, since the F1-C over LTE has been introduced in R16, it means the CP traffic can also use only one hop transmission via the LTE path. 

Observation 2 CP/UP separation can be realized by the implementation of routing configuration.
For F1-C over the NR access link, this can be another option to realize the CP/UP separation for IAB node. However, at least it will introduce additional standard impacts, and this is not included in the scope of WID.

Proposal 2 Not to support the F1-C over SRB in NR access link for CP/UP separation in R17.
2.3 Multiple IAB-MTs
In R16, two IAB topologies as shown in Figure 2 were considered, including Spanning tree (ST) and Directed acyclic graph (DAG). For ST, each IAB-node has only one parent node. Therefore, for either DL or UL data transmission, there is only one routing path between the source node and destination node.

While for DAG, each IAB-node can have no more than two parent nodes, which are underneath the same IAB-donor. IAB-node can connection to the two parent nodes uses dual connectivity for the IAB-MT. After the redundant paths have been established, they can be used concurrently to achieve load balancing, robustness improvement, and higher data rate for wireless BH links.
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Figure 2: Examples for ST and DAG topologies
Since in the multi-hop topology, each hop IAB-node may have two parent nodes, thus there may exist at most 2n routing paths between an IAB-node and IAB-donor, where n is the number of hops. Therefore, with the IAB-node’s dual-connectivity, the IAB topology can be robust and flexible enough, we see no strong motivations to allow an IAB node connects to more than 2 parent nodes.

Observation 3 With the IAB-node’s dual-connectivity, the IAB topology can be robust and flexible enough, no strong motivations are foreseen to allow an IAB node connect to more than 2 parent nodes.
The main motivation of the multiple IAB-MTs in an IAB-node is to establish the multiple connections, larger than 2, to different parent nodes. However, as discussed in Observation 3, there is no strong motivations are foreseen to allow an IAB node connect to more than 2 parent nodes.
In addition, as for dual connectivity, it was already supported by current version specification with only one MT in an IAB-node. If we want to introduce multiple IAB-MTs for an IAB-node, some further problems need to be resolved, such as duplexing between multiple MTs and DU, routing enhancement for BAP. And no clear gain can be achieved with multiple-MT than current DC architecture. Therefore, we propose not to support the multiple-MT in R17.
Proposal 3 Not to support the multiple-MT in R17.

3 Conclusion
This paper discusses topological redundancy from multiple connections and CP/UP separation, and then we draw the following proposals:
Observation 4 The scenarios for inter-donor topology redundancy is rare case and requires significant specification impacts and standard efforts.
Observation 5 CP/UP separation can be realized by the implementation of routing configuration.
Observation 6 With the IAB-node’s dual-connectivity, the IAB topology can be robust and flexible enough, no strong motivations are foreseen to allow an IAB node connect to more than 2 parent nodes.
Proposal 4 Not to support the inter-donor topology redundancy in R17 (i.e. connecting a donor-CU via the donor-DU of another donor-CU)
Proposal 5 Not to support the F1-C over SRB in NR access link for CP/UP separation in R17.
Proposal 6 Not to support the multiple-MT in R17.
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