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1 Introduction
According to TS38.300 [1], when the IAB-node using SA-mode declares RLF on the backhaul link, it can migrate to another parent node. The BH RLF recovery procedure to a parent node underneath the same IAB-donor-CU is captured in Rel-16 [2]. However, When IAB node suffers BH RLF, it may also migrate to a new parent node which connects to a new IAB-donor-CU different from the original one.
In this paper, we will discuss some issues related to the inter-CU BH RLF recovery for IAB node.
2 Discussion
2.1 Basic procedure for inter-donor-CU BH RLF recovery.
Similar to the intra-CU RLF recovery defined for IAB node in R16, when an IAB node in SA mode detects BH RLF, and try to perform RLF recovery. The different part is, the IAB node under recovery access a new parent node which connects to a new IAB-donor-CU. As shown in the following figure, we give an example of the intra-donor-CU RLF recovery procedure.  
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Figure 1. Procedure for IAB node to perform inter-donor CU RLF recovery.
Step 1. The IAB-MT of the IAB node under declares BH RLF. 

Step 2. The IAB-MT undergoing recovery performs Random Access towards a new patent IAB-DU.

Step 3. The IAB-MT undergoing recovery send RRCReestablishmentRequest to the new IAB-donor-CU, via the new parent IAB-node.

Step 4. The new IAB-donor-CU retrieves the UE Context for the IAB-MT undergoing recovery, through the Retrieve UE Context procedure in the Xn interface.

Step 5. The new IAB-donor-CU send RRCReestablishment to the IAB-MT undergoing recovery via the new parent IAB-node. In this step, the new IAB-donor-CU the send a DL F1AP message, which includes an RRC container to carry the RRCReestablishment, to the new parent IAB-node via the recovery path, and then the new parent IAB-node will send the RRCReestablishment to the IAB-MT undergoing recovery.

Step 6. The IAB-MT undergoing recovery send RRCReestablishmentComplete to the new IAB-donor-CU via the recovery path. In this step, the IAB-MT undergoing recovery will send the RRCReestablishmentComplete to the new parent IAB-node, and then the new parent IAB-node will send an UL F1AP message, which includes an RRC container to carry the RRCReestablishmentComplete, to the new IAB-donor-CU, via the recovery path.

Step 7. The new IAB-donor-CU provides updated BH related configuration to the nodes on the recovery path (e.g. the new parent IAB node, intermediate hop IAB-node on the new path, the new IAB-donor-DU, etc.), which includes the routing and BH RLC channel mapping configuration related to the IAB-node undergoing recovery. 

After step 7, the packets originated from or to the IAB-DU of the IAB-node undergoing recovery can be transmitted via the recovery path. Before that, new IP address(es), a new BAP address, a new default BH RLC channel, and a new default UL BAP routing ID can be provided by the new IAB-donor-CU to the IAB-MT undergoing recovery via RRC. 

Step 8. The IAB-DU of the IAB-node undergoing recovery can establish F1 connection to the new IAB-donor-CU. This step also includes the TNL association establishment between the IAB-DU undergoing recovery and the new IAB-donor-CU.

It is worth noting that, according to the following discussion in Section 2.2, step 8 may need update, this should pending on RAN3’s further discussion on the IAB-DU recovery in inter-donor-CU RLF recovery case.
Step 9. The new IAB-donor-CU can provide updated BH related configuration to the IAB-node undergoing recovery. The updated BH related configuration, may include the establishment of BH RLC channels, BAP mapping to these BH RLC channels, BAP routing configuration, etc.

Step 10. UE connects to the IAB-node undergoing recovery performs RRC connection Re-establishment towards the new IAB-donor-CU. 

Step 10 enables the UE migrate to the new IAB-donor-CU with the IAB-node undergoing recovery. This can be considered as a default way, since we take such assumption in the R16 BH RLF recovery scenario. How to handle the connected UEs and descendent IAB-nodes will be further discussed in section 2.2, but here we can take the step 10 as a baseline.
In the above procedures, the IAB-node performs RLF recovery from step 2- step 8. After step 8, the IAB-DU undergoing recovery can continue to provide service for its descendent nodes and/or connected UEs. In this example, only one connected UE is shown, but the IAB-node may also has some descendent IAB-nodes.
Proposal 1: RAN3 take the procedure shown in Figure 1 as a baseline for the inter-CU BH RLF recovery.
2.2 The recovery of IAB-DU part
As step 8 of the basic procedure shown in Figure 1, the IAB-DU part will perform recovery also through initiating F1 Setup procedure towards the new IAB-donor-CU, after the IAB-MT finishing its RRC connection re-establishment. 
However, according to the statement about the F1 Setup procedure in TS 38.473[3], “This procedure erases any existing application level configuration data in the two nodes and replaces it by the one received. This procedure also re-initialises the F1AP UE-related contexts (if any) and erases all related signalling connections in the two nodes like a Reset procedure would do.” Then, it means that the IAB-DU undergoing recovery and the new IAB-donor-CU should perform the interface management procedure and UE related context establishment to obtain the application level configuration and UE related context, just as a new IAB-node performs integration procedure to the new IAB-donor-CU. Apparently, it is easy to deduce that the F1 setup procedure and the consequent UE Context management procedures will takes a long time and result in lots of F1AP signaling, since the IAB-DU may has many connected UEs and descendent IAB nodes. 
Therefore, we suggest to consider some solutions for IAB-DU part recovery when IAB-node performs the inter-donor-CU BH RLF recovery, to achieve the following two targets:

1) Avoid signaling storm in F1 interface between IAB-DU and new IAB-donor-CU

2) Avoid long term service interruption for connected UEs. 
For example, similar to the RRC connection re-establishment, we can also consider the F1 connection re-establishment rather than totally setup as a new integrated IAB-node, when IAB-node performs inter-donor-DU recovery.
Proposal 2: RAN3 study the mechanism for IAB-DU recovery (e.g. F1 connection re-establishment, rather than setup) in inter-donor-CU RLF recovery case, to achieve:
1) Avoid signaling storm in F1 interface between IAB-DU and new IAB-donor-CU.

2) Avoid long term service interruption for connected UEs.

2.3 How to handle the descendent IAB nodes and UEs
In R16, if the IAB-node which performs intra-donor-CU RLF recovery select to connect to a new path (i.e. the recovery path) via new parent node, all the descendent IAB-nodes and UEs connects to the recovery IAB-node and these descendent IAB-nodes will migrate with the recovery IAB-node, and connect to same IAB-donor-CU via the recovery path. These descendent IAB-DUs switch F1/non-F1 traffic to the new path through receiving new BH related configuration from the IAB-donor-CU, using new configured IP address(es) if the new path has a new IAB-donor-DU. No impact to UEs are expected. 

For the inter-donor-CU recovery case, if we still take the assumption that all the descendent IAB-nodes and UEs will migrate with the recovery IAB-node in a default way, as all the descendent IAB-nodes and UEs may need to perform RRC connection re-establishment to the new IAB-donor-CU as the step 10 in the Figure 1, since their RRC anchor is changed. This is different from the intra-donor-CU recovery scenario, which has no impact to the RRC connection of the descendent nodes and UEs. In such case, how to enable the descendent nodes (including IAB-nodes and UEs) to initiate RRC connection re-establishment should be solved at first. 
In addition, an alternative way is that the descendent IAB-nodes and UEs will not migrate with the upstream recovery IAB-node if it recover to a new IAB-donor-CU, then these descendent IAB-nodes and UEs can leave the upstream recovery IAB node and may perform RLF recovery procedure by themselves. 
No matter which way among the above two (migrate with the recovery IAB-node, or leave the recovery IAB-node) will be adopted by the descendent IAB nodes, these descendent IAB-nodes will perform IAB-DU part recovery to the IAB-donor-CU after the IAB-MT part finishing the RRC connection re-establishment. 
Apparently, whether the descendent IAB-nodes and UEs should be aware that the connected IAB-donor-CU changes, and how to deal with the descendent IAB-nodes and UEs will have impact for both RAN2 and RAN3, since this will involve both the IAB-MT recovery and IAB-DU recovery. 
Proposal 3: RAN3 discuss behaviors of the descendent IAB-nodes/UEs of the IAB-node recovering to a new IAB-donor-CU via new path, in the following two aspects:

1) How can descendent IAB-nodes and UEs be aware of the CU change? 
2) Whether descendent IAB-nodes and UEs should re-establish to new IAB-donor-CU with the recovery IAB-node?
3 Conclusion
In this paper, we discuss the procedure and consequent issues for IAB-node to perform the inter-donor-CU BH RLF recovery. And we propose the following:

Proposal 1: RAN3 take the procedure shown in Figure 1 as a baseline for the inter-CU BH RLF recovery.

Proposal 2: RAN3 study the mechanism for IAB-DU recovery (e.g. F1 connection re-establishment, rather than setup) in inter-donor-CU RLF recovery case, to achieve:

1)
Avoid signaling storm in F1 interface between IAB-DU and new IAB-donor-CU.

2)
Avoid long term service interruption for connected UEs.

Proposal 3: RAN3 discuss behaviors of the descendent IAB-nodes/UEs of the IAB-node recovering to a new IAB-donor-CU via new path, in the following two aspects:

1) How can descendent IAB-nodes and UEs be aware of the CU change? 
2) Whether descendent IAB-nodes and UEs should re-establish to new IAB-donor-CU with the recovery IAB-node?
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