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Introduction
In Release 16, MLB has been discussed, and some agreements have been reached. In Release 17, RAN3 should discuss the enhancements based on the agreements of Rel-16. In this contribution, we will further discuss the issue of slice level load over different interfaces.
[bookmark: OLE_LINK6][bookmark: OLE_LINK3][bookmark: OLE_LINK4]Discussion
It is still an issue [1] on how NG-RAN node to exchange Slice level load information between each other, especially for  shared Slice(s) scenario. The situation may due to the fact that how NG-RAN node support RAN part of NW slicing in implementation way.
	TS 38.300
RAN awareness of slices
-	NG-RAN supports a differentiated handling of traffic for different network slices which have been pre-configured. How NG-RAN supports the slice enabling in terms of NG-RAN functions (i.e. the set of network functions that comprise each slice) is implementation dependent.



Standard Slice level resource allocation and evaluation 
However,  function implementation does not prevent the standardize slice level resource allocation and statistics on usage of RAN network slice. SA5 in TS 28.541 has already defined the detail of how to allocate slice level resource to NG-RAN node and evaluation on usage of the slice level resource.
In the section 4.3.43 of TS 28.541, it is observed that RRM policy consists of two attributes, i.e. the resource type and RRM policy member list. Meanwhile, based on the description of section 4.3.42, the S-NSSAI is one of the members in the RRM policy. 
	-----------------------------------------------------------TS 28.541-------------------------------------------------------------------------
[bookmark: _Toc36542450][bookmark: _Toc36567509][bookmark: _Toc35878264][bookmark: _Toc36474178][bookmark: _Toc36543271][bookmark: _Toc36220080]4.3.42	RRMPolicyMember <<dataType>>
[bookmark: _Toc36542451][bookmark: _Toc35878265][bookmark: _Toc36567510][bookmark: _Toc36474179][bookmark: _Toc36220081][bookmark: _Toc36543272][bookmark: _Hlk24128033]4.3.42.1	Definition
This <<dataType>> represents an RRM Policy member that will be part of a rRMPolicyMemberList. A RRMPolicyMember is defined by its pLMNId and sNSSAI (S-NSSAI). The members in a rRMPolicyMemberList is assigned a specific amount of RRM resources based on settings in RRMPolicy_.
[bookmark: _Toc36220082][bookmark: _Toc36474180][bookmark: _Toc36567511][bookmark: _Toc36543273][bookmark: _Toc36542452][bookmark: _Toc35878266]4.3.42.2	Attributes
	Attribute name
	Support Qualifier
	isReadable
	isWritable
	isInvariant
	isNotifyable

	pLMNId
	M
	T
	T
	F
	T

	[bookmark: _Hlk20830886]sNSSAI
	CM
	T
	T
	F
	T



[bookmark: _Toc35878269][bookmark: _Toc36543276][bookmark: _Toc36474183][bookmark: _Toc36542455][bookmark: _Toc36567514][bookmark: _Toc36220085]4.3.43	RRMPolicy_
[bookmark: _Toc36220086][bookmark: _Toc36567515][bookmark: _Toc36543277][bookmark: _Toc36474184][bookmark: _Toc36542456][bookmark: _Toc35878270]4.3.43.1	Definition
This IOC represents the properties of an abstract RRMPolicy. The RRMPolicy_ IOC needs to be subclassed to be instantiated. It defines two attributes apart from those inherited from TOP IOC, the resourceType attribute defines type of resource (PRB, RRC connected users, DRB usage etc.) and the rRMPolicyMemberList attribute defines the RRMPolicyMember(s)that is subject to this policy. An RRM resource (defined in resourceType attribute) is located in NRCellDU, NRCellCU, GNBDUFunction, GNBCUCPFunction or in GNBCUUPFunction. The RRMPolicyRatio IOC is one realization of a RRMPolicy_ IOC, see the inheritance in Figure 4.2.1.2-1. This RRM framework allows adding new policies, both standardized (like RRMPolicyRatio) or as vendor specific, by inheriting from the abstract RRMPolicy_ IOC. 
[bookmark: _Toc36220087][bookmark: _Toc35878271][bookmark: _Toc36567516][bookmark: _Toc36542457][bookmark: _Toc36474185][bookmark: _Toc36543278]4.3.43.2	Attributes
The RRMPolicy_ IOC have the following attributes, apart from those inherited from TOP IOC (defined in TS 28.622 [30]):
	Attribute name
	Support Qualifier
	isReadable
	isWritable
	isInvariant
	isNotifyable

	resourceType
	M
	T
	T
	F
	T

	rRMPolicyMemberList
	M
	T
	T
	F
	T



-----------------------------------------------------------TS 28.541-------------------------------------------------------------------------



In summary, from O&M point of view, slice resource is one kind of RRM resource and can be allocated based on Operator’s policy. The metric to define each dedicated slice or shared slices can use at least three standardized types including PRB, RRC connections and DRB usage. Since control plane slice is not supported from Rel-15 in RAN, then RRC connections as slice level metric can be further discussed in Rel-17 SI. Therefore PRB and for DRB usage can be the the standard way to allocate and evaluate the slice resource in Rel-16. 
Observation : The slice level PRB usage and DRB usage which has been standardized in SA5 can be leveraged as load metrics in MLB report in Rel-17.

How to calculate slice level resource usage
As the slice can be applied in both gNB-DU and gNB-CU-UP at the same time, the gNB-DU and gNB-CU-UP can share the capability of the slice, the slice level load should be supported over F1 and E1 respectively. Meanwhile, the slice level load of the whole gNB is also an useful parameter for MLB, the slice level load should also be supported over Xn. In detail, for F1, the slice level PRB usage should be supported for both uplink and downlink, while for E1, the slice level DRB usage should be supported. For Xn, both the slice level PRB usage and slice level DRB usage should be supported.
As the slices can be shared by different network elements, the slice level PRB usage can be divided into dedicated slice level PRB usage and shared slice level PRB usage.
[image: Shared Slice]
To be more specific, an example can be given to help to explain the definition. As shown in the figure, the total resources of Cell A is 100PRB, and there are three slices with dedicated resource in the Cell A, i.e. Slice 1, Slice 2 and Slice 3. The dedicated resource for Slice1 is 30PRB, the dedicated resource for Slice 2 is 30PRB, the dedicated resource for Slice 3 is 30PRB, and there are two shared resource block by the three slices is 10PRB. In this case, the dedicated resource cannot used by other slice, however, the shared resource can be shared by different slices. For example, If the Slice 1 has occupied 1PRB resource out of the 5PRB shared resource A, the other slice can only occupy the remaining 4PRB resource.
As shown in the figure, the slice usage per cell given by:
Dedicated part: 
The usage of Slice1 = 27/30 =90%; 
The usage of Slice2 = 6/30 =20%;
The usage of Slice3 = 15/30= 50%.
Shared part:
The usage of Slice 1 = 20%;
The usage of Slice 1 = 30%.
It is easy to see that although slice almost occupies all pre-configured dedicated resource, the amount of shared resource still enables slice 1 to be the candidate for load balance. 
[bookmark: OLE_LINK5]Proposal 1: Introduce slice level  PRB and DRB usage as metric in XnAP, and introduce PRB metric as F1AP  and introduce DRB usage as slice metric in E1AP.
Conclusion
Proposal 1: Introduce slice level  PRB and DRB usage as metric in XnAP, and introduce PRB metric as F1AP  and introduce DRB usage as slice metric in E1AP.
The corresponding TPs of different interfaces are provided in [2][3][4].
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