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Introduction
Topological redundancy has the goal to enable robust operation, e.g., in case of backhaul link blockage, and to balance load across backhaul links. Establishment and management of topological redundancy need to be considered for IAB. In R16 IAB, intra-CU topology redundancy was discussed, and the procedure enabling the establishment and release of redundant paths is give in TS 38.401. However, R16 IAB did not touch inter-CU topology redundancy. According to RAN3 109 e-meeting, it was agreed that：

	Analyze Scenario 1 and Scenario 2 for inter-Donor Topology Redundancy, with the principle that an IAB-DU only have F1 interface with one Donor-CU:

Scenario 1: the IAB is multi-connected with 2 Donors. 

Scenario 2: the IAB’s parent/ancestor node is multi-connected with 2 Donors. 


From the agreement, it can be seen that inter-donor redundancy will be supported in R17 IAB. In this paper, we will identify the potential issues and given our considerations on these issues. 
Discussion
[image: image1.png]VEL 1AB node
4
UE 2 1AB node IAB node 1AB node
8 6 5
UE 3 1AB 7node UE 4

First-path
—HABTode T Donor DU T Donor CU 1
IAB3 : Xn interface
-
! PAR node 2 Donor D! Donor CU 2
| + 1
! Second-path
UE S





Figure 1 Example for IAB topology with two redundant paths
Figure 1 shows an example for an IAB topology. The IAB-node 3 referred to as dual-connecting IAB-node. The path of packets forwarded by donor-DU 1 is called the first-path. IAB-node 1 is the first parent-node of IAB-node 3. The path of packets forwarded by donor-DU 2 is called the second-path. IAB-node 2 is the second parent-node of IAB-node 3. IAB-node 4 to IAB-node 8 are descendant nodes of IAB-node 3. In this section, we identify three issues to support the inter-CU topology redundancy, such as data forwarding, BAP address collision, and BH configuration. We will discuss them one by one. 
2.1 Data forwarding
Dual-connecting IAB-node is configured two IAB BH links with two parent nodes. So how to perform data forwarding needs to be studied. In R16 IAB. for IAB node connected with two parent nodes within one donor CU, both paths can be used for data forwarding and the data traffic from different UE DRBs or control signalling could be configured with different routing path. When it comes to inter-CU redundancy, it is natural to support the data forwarding over both paths and enable the routing path selection in the same granularity level.  

Proposal 1  It is suggested to simultaneously use first-path and second-path for the IAB-node.

On the other hand, MN-terminated split bearer/SCG bearer transmission was discussed in RAN3#107-e meeting. the following two solutions were discussed. Solution 1 is called direct routing, where IP packet is transmitted between MeNB and donor-DU directly. While in solution 2, the IP packet needs to be forwarded by donor CU-UP when transferring between MeNB and donor-DU. During R16 discussion, if IAB supports solution 2, several stage 3 works are needed. For example, how to support NR-U protocol, e.g., how to provide DDDS in two interfaces (e.g., F1-U and X2-U). Besides, how to provide the DL TNL address to IAB donor CU-CP needs to be figured out as well. It was finally agreed in RAN3 that direct routing is supported in IAB network to support MN-terminated SCG/split bearer in EN-DC or MR-DC. 
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Figure 2 Example for direct routing and indirect routing
Regarding the traffic forwarding in inter-CU redundancy case, we can follow the similar way. To be specific, donor CU 1 sends IP packet to donor DU 2 via direct routing and vice versa. 

Observation 1  According to R16 IAB, to support MN-terminated SCG/split bearer in EN-DC or MR-DC, the direct routing is supported in IAB network.

Proposal 2  It is suggested to use direct routing for traffic forwarding between donor CU 1 and donor-DU 2.
2.2 BAP address collision

According to 38.340, BAP address is used to identify an IAB node during routing in IAB network. If the destination BAP address of the BAP PDU matches the BAP address of the IAB-node, the IAB-node shall deliver the packet to its upper layer, otherwise, IAB-node will deliver it to next hop node. Since BAP address is unique within CU, it may happen that IAB-node 3’s BAP address allocated by donor CU1 conflicts with the BAP address of IAB-node 2 allocated by donor CU2 as shown in Figure 1. For a DL packet whose destination is IAB-node 3, the BAP address in the header of the DL packet corresponds to IAB-node 3’s BAP address. Since IAB-node 2’s BAP address is the same as IAB-node 3’s, after receiving the DL packet, IAB-node 2 will not forward the packet to IAB-node 3 but deliver it to upper layer. To solve the BAP address collision, we think the following options can be considered.

Option 1 Non-overlapping BAP address space is allocated to different CUs by OAM. 

Option 2 CU ID and BAP address are jointly used to identify an IAB-node, where the CU ID is the identifier of the donor CU. In this case, upon receiving an DL packet, IAB-node 2 determines whether to deliver the packet to upper layer based on the CU ID and BAP address in the BAP header. 
Option 3 New BAP address(es) can be allocated to IAB node after the negotiation of both donor CUs once BAP address collision is detected. In this case, the old and new BAP address need to be exchanged via Xn interface.

Observation 2 Since BAP address is unique with donor CU, BAP address collision may occur between IAB nodes served by different donor CU.

Proposal 3 RAN3 to discuss how to solve BAP address collision for dual-connecting IAB node in inter-donor topology redundancy scenario. 
2.3 BH configuration
2.3.1 BH configuration for dual-connecting IAB-node and upstream nodes along the second-path
In NR-DC, both MN and SN can configure the UE. If SRB3 is established, SN can directly send the configuration to the UE via SRB3. Otherwise, the configuration needs to be forwarded by MN. For the dual-connecting IAB-node, its configuration is totally from donor-CU 1 before setting up the second-path, including bearer mapping and routing configuration. After accessing to the second parent-node, the dual-connecting IAB-node has another path for data forwarding, e.g. IAB-node 3 <-> IAB-node 2<->donor 2<->donor 1. To enable the data forwarding via the second-path, bearer mapping and routing info shall be configured to dual-connecting IAB-node and upstream nodes along the second-path. Thus, which donor determines the BH configuration needs to be studied.

If we follow NR-DC, donor-CU 1 can be regarded as the master node and it is reasonable for it to control the configuration of the topology. If donor-CU 1 determines the BH configuration, since it does not know the topology information about upstream nodes along the second-path, donor-CU 2 needs to send the topology-related information to donor-CU 1. Besides, bearer mapping and routing information should be sent to donor-CU 1 as well such that donor-CU 1 can make a better configuration. 

Observation 3  If donor-CU 1 determines the BH configuration, it needs to know the topology-related information, bearer mapping and routing information related to upstream nodes of dual-connecting IAB-node along the second-path.
Then, we will discuss whether donor-CU 2 can configure dual-connecting IAB-node and upstream nodes along the second-path. The donor-CU 1 may migrate the F1-U tunnels it has with the dual-connecting IAB-DU from the first path to the second path, and the information related to these F1-U tunnels is sent to donor-CU 2 via S-NODE ADDITION REQUEST message. With such information, donor-CU 2 is aware of the QoS parameters of the packet to be migrated to the second-path. Then it can decide whether to setup/modify BH RLC channels, and the BH configuration for dual-connecting IAB-node and upstream nodes along the second-path. Since there is a premise that an IAB-DU only have F1 interface with one Donor-CU, donor-CU 2 needs to send the configuration for the dual-connecting IAB-node to donor-CU 1. Then, donor-CU 1 sends the configuration to dual-connecting IAB-node via F1AP message.

2.3.2 BH configuration for descendant IAB-nodes
The donor-CU 1 may migrate the F1-U tunnels it has with the descendant node from the first path to the second path. So BH configuration related to the second path needs to be configured to the downstream node and its upstream node along the second-path. If donor-CU 1 has received the topology-related information, bearer mapping and routing information related to the IAB-nodes between dual-connecting IAB-node and second-path donor-DU, it has the whole picture of the topology. In this case, it can decide the BH configuration for the downstream node. However, if donor-CU 2 determines the BH configuration, since it does not obtain any information about downstream nodes, it cannot configure downstream nodes. Therefore, if donor-CU 2 determines BH configuration, it needs to firstly acquire topology-related information, bearer mapping and routing information related to descendant nodes from donor-CU 1.

Observation 4  If donor-CU 2 determines the BH configuration, it needs to know the topology-related information, bearer mapping and routing information related to descendant nodes.
Proposal 4  RAN3 to discuss how to perform BH configuration in inter-CU redundancy case.
Conclusion
In this contribution, we discussed inter-CU redundancy. And we have the following observations and proposals: 

Observation 1  According to R16 IAB, to support MN-terminated SCG/split bearer in EN-DC or MR-DC, the direct routing is supported in IAB network.

Observation 2 Since BAP address is unique with donor CU, BAP address collision may occur between IAB nodes served by different donor CU.

Observation 3  If donor-CU 1 determines the BH configuration, it needs to know the topology-related information, bearer mapping and routing information related to upstream nodes of dual-connecting IAB-node along the second-path.
Observation 4  If donor-CU 2 determines the BH configuration, it needs to know the topology-related information, bearer mapping and routing information related to descendant nodes.
Proposal 1  It is suggested to simultaneously use first-path and second-path for the IAB-node.
Proposal 2  It is suggested to use direct routing for traffic forwarding between donor CU 1 and donor-DU 2.
Proposal 3 RAN3 to discuss how to solve BAP address collision for dual-connecting IAB node in inter-donor topology redundancy scenario. 
Proposal 4  RAN3 to discuss how to perform BH configuration in inter-CU redundancy case.
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