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Introduction
During RAN3-109e the following agreements were taken:
For centralized PCI assignment, in non-split gNB architecture, the OAM assigns a single PCI for each NR cell in the gNB, and the gNB selects this value as the PCI of the NR cell.
For distributed PCI assignment, in non-split gNB architecture, the OAM assigns a list of PCIs for each NR cell in the gNB. To resolve PCI conflict the gNB may select a PCI value from the list of PCIs.
For distributed PCI assignment, in split architecture case, PCI conflict detection and reassignment are located at gNB-CU. It is FFS whether the list of available PCIs is configured in CU or DU.

During the meeting a discussion was also taken on whether, for a split RAN architecture, a list of PCIs needs to be configured at the gNB-DU and signalled from gNB-DU to gNB-CU and the following was minuted:

 A list of available PCIs from DU to CU for each NR cell is FFS.

In this paper an analysis of the de-centralised PCI assignment is carried out and a way forward is proposed.
Discussion
As stated in the agreements from RAN3-109e mentioned above, PCI conflict detection and resolution is carried out by the gNB-CU.
This is justified by the fact that the gNB-CU is aware of PCIs assigned to each cell in a given neighbourhood (due to reception of neighbour cell information). Therefore the gNB-CU can identify if two neighbour cells PCIs are in conflict, which is something done on the basis of neighbour cell information and UE measurements. 
It is also easy for a gNB-CU to select a new PCI for a cell for which PCI conflict has been detected. The gNB-CU has in fact visibility of all neighbouring cells’ PCIs and can easily apply a PCI value that does not clash with other cells. 
Therefore, the gNB-CU could simply assign a new PCI to the cell subject to PCI conflict without knowing or taking into account any “range of PCIs” given to the gNB-DU. 
In fact, the whole assumption that a gNB-DU should be provisioned with a range of PCIs is not necessary. Such range configuration is useful in LTE because an eNB is aware of the PCIs used by its neighbour cells and could select the PCI for its own cells within a given PCI range, so to avoid conflicts with neighbours. Namely, the principle followed in LTE is that the node that is aware about its neighbour cells is also the node configured with the range of PCIs. 
In NR, assigning a range of PCIs to a gNB-DU is not needed because a gNB-DU is not aware of neighbour cells and for that it does not need to re-assign a PCI, selected from a range, in order to fix a PCI conflict. In fact, RAN3 agreed that such conflict resolution is performed by the gNB-CU. It is therefore reasonable that the range of available PCIs are configured to the gNB-CU rather than the gNB-DU.

Observation 1: Configuration of a range of PCIs at the gNB-DU is not needed in the NR split RAN architecture
Conclusion 1: Configuration of a range of PCIs should be done to the gNB-CU.
Therefore, it can be concluded that it is feasible for a gNB-CU to detect the PCI conflict, to reassign a PCI for the cell in conflict and to signal it to the gNB-DU.
Conclusion 2: It is feasible for a gNB-CU to detect the PCI conflict, to reassign a PCI for the cell in conflict and to signal it to the gNB-DU
It should be noted that a re-assignment of a PCI for a given cell should be enabled as soon as possible, i.e. as soon as F1 Setup. This is because the gNB-CU may have been configured with neighbour cell relations that reveal a priori that a cell is neighbouring other cells (namely, without the need for UE measurements and ANR). The latter is already permitted by the current F1AP protocol that enables a gNB-CU to assign a PCI to a given cell to be activated right at F1 Setup Response (or indeed at gNB-CU Configuration Update and gNB-DU Configuration Update Ack) 
Conclusion 3: Re-assignment of a PCI to a given cell should be allowed as early as at F1 Setup. Reassignment via gNB-DU configuration Update and gNB-CU Configuration Update should also be allowed
It is therefore proposed that PCI conflict detection and resolution in a decentralised way is done according to the following principles:
· gNB-CU detects cases of PCI conflict
· gNB-CU selects a new PCI for the cell subject to PCI conflict
· gNB-CU signals the new PCI to the gNB-DU either in F1 Setup or in gNB-DU Configuration Update or in gNB-CU configuration Update procedures
Proposal: de-centralised PCI management should follow the following steps:
· gNB-CU detects cases of PCI conflict
· gNB-CU selects a new PCI for the cell subject to PCI conflict
· gNB-CU signals the new PCI to the gNB-DU either in F1 Setup or in gNB-DU Configuration Update or in gNB-CU configuration Update procedures
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In this paper the case of de-centralised PCI management has been considered. The paper explained that it seems easy and feasible to perform PCI conflict detection and resolution at the gNB-CU.  
The paper derived the following observation, conclusions and proposals:
Observation 1: It should not be assumed that a gNB-DU is provided with a range of PCIs from which it chooses the PCI of a given cell
Conclusion 1: Configuration of a range of PCIs should be done to the gNB-CU.
Conclusion 2: It is feasible for a gNB-CU to detect the PCI conflict, to reassign a PCI for the cell in conflict and to signal it to the gNB-DU
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Proposal: de-centralised PCI management should follow the following steps:
· gNB-CU detects cases of PCI conflict
· gNB-CU selects a new PCI for the cell subject to PCI conflict
· gNB-CU signals the new PCI to the gNB-DU either in F1 Setup or in gNB-DU Configuration Update or in gNB-CU configuration Update procedures
It is suggested to agree to the proposal above.
