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[bookmark: _Ref462817227]Introduction
A new SI has been approved in RP-201620. The objectives of the SI are the following:
This study item aims to study the functional framework for RAN intelligence enabled by further enhancement of data collection through use cases, examples etc. and identify the potential standardization impacts on current NG-RAN nodes and interfaces.  
The detailed objectives of the SI are listed as follows:
Study high level principles for RAN intelligence enabled by AI, the functional framework (e.g. the AI functionality and the input/output of the component for AI enabled optimization) and identify the benefits of AI enabled NG-RAN through possible use cases e.g. energy saving, load balancing, mobility management, coverage optimization, etc.:
0. [bookmark: OLE_LINK2][bookmark: OLE_LINK1]Study standardization impacts for the identified use cases including: the data that may be needed by an AI function as input and data that may be produced by an AI function as output, which is interpretable for multi-vendor support.
0. [bookmark: OLE_LINK7][bookmark: OLE_LINK6]Study standardization impacts on the node or function in current NG-RAN architecture to receive/provide the input/output data.
0. Study standardization impacts on the network interface(s) to convey the input/output data among network nodes or AI functions.
[bookmark: OLE_LINK8]One general objective for the work is that the studies should be focused on the current NG-RAN architecture and interfaces to enable AI support for 5G deployments.
Coordination based on LSs with other groups, if needed, e.g. SA3, RAN1/RAN2, SA2 and SA5.
This paper provides definitions and working principles for discussions on the topic of AI/ML support in the 5G system.
[bookmark: _Ref462918989]Working Principles and Definitions
Definitions 
It is proposed to adopt the following definitions as baseline for the study on further enhancement for data collection. The definitions are given here, in advance, in order to help the reader through the descriptions of Use Cases and solutions.
ML Model: A data driven algorithm that generates a set of outputs consisting of predicted information, based on a set of inputs
ML Model Input: A range of data that may in full or in part be needed by an ML model to generate Outputs 
ML Model Output: A range of predicted data of which all or part can be generated by an ML model as output 
Augmented Information: The prediction value of a given piece of information, e.g. the prediction of load information is the Augmented Load Information
Enrichment Information: information provided to a node, in addition to the information that is available to it, in order to further enhance the ML Model tasks hosted.
Reward information: Measured (not predicted) information intended to be predicted by the ML model, e.g. throughput reward information is the measured throughput that may be used to train a ML model for throughput prediction.

Proposal 1: It is proposed to agree to the definitions in Section 2.1  

Working Principles
Machine learning (ML) is a technique that can be used to find a predictive function for a given dataset; the dataset is typically a mapping between a given input to an output. In comparison to a classical rule-based algorithm, the ML-based algorithm develops its own set of rules based on the training data (.  
The scope of the agreed study item should not comprise any study of the underlying model, that is, the methods to generate the “rules”. 
Proposal 2: Definition of the AI/ML models applicable to the 5G RAN are left to implementation and outside the scope of 3GPP 
It is important to clarify what is meant by AI/ML, before defining the use cases. In particular, it is important to differentiate between learning a set of rules, in comparison with defining a set of rules as in classical algorithm development. Also it is important to identify differences between classical and learning based algorithms in the execution or inference phase, that comprises predicting the output for a given input. 
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Figure 1: Description of algorithms using Human-based and ML-based rules
In the figure above it can be seen that an ML based mechanism is created by means of a training process, which derives ML-based rules by processing certain datasets. 
Training of a model to produce ML-based rules can be performed in any part of the system. The process of training does not need to influence the performance of the system, i.e. training of a model does not necessarily affect the decisions the system takes for its normal operation. In order to maintain the work on AI/ML in RAN3 focused around system performance optimisation, the following is suggested:

Proposal 3: It is proposed to focus the RAN3 study on AI/ML on the execution of ML-based learned rules and to leave the process of training up to implementation

Yet another important principle is to ensure a process by which availability of information is controlled. Namely, it needs to be possible to specifically request, when needed, selected information thus avoiding floods of potentially unnecessary data. As an example, a node hosting an ML model could already have information available that can be provided as inputs to the model. For such information, no explicit request to receive such information is needed. However, the same node might require information that need to be retrieved from other nodes. For such information, the requesting node should be able to control the amount and type of inputs to be received. The following principle could therefore be agreed:

Proposal 4: The node hosting an ML model should be able to request, if needed, specific information to be used as inputs to the model and to avoid reception of unwanted information if not needed.  

Proposal 5: The node hosting an ML model should signal the outputs of the model only to nodes that have explicitly requested them, unless it is agreed that the outputs are believed to be always of interest to the receiving node.  

AI/ML-model output as augmented information 
One potential differentiator to classic rule-based driven algorithms is that learning a set of rules can enable understanding complex relations in the environment and create an output that provides new augmented information to be used in existing use cases. It could also comprise scenarios where the set of rules needs to be frequently updated based on scenario changes, such as new traffic types or deployment changes. The potential augmented information can for example be used for more efficient radio resource management (RRM). It is obvious that a node can use augmented information produced by an ML-model only if the node has the capabilities to understand such information. 
By following the principles in the Proposals 4 and Proposal 5, each node would subscribe to the reception of specific augmented information, hence this mechanism automatically ensures that the node subscribing to the information has the capabilities needed to understand the information. 
Observation1: A mechanism based on subscription to receive augmented information ensures that the capabilities of the node subscribing to the information are sufficient to understand the information itself
Another differentiator is that the nature of the ML-based algorithm’s output is a predicted value of some type, and not a measured value nor a fixed value. A typical ML-output could comprise an augmented information such as:
· A predicted value in a future time instance (forecast), for example a signal quality value, load information etc. 
· A predicted value related to another node, e.g. another gNB 

In addition to providing a predicted value, it is important to also provide the uncertainty level associated to it. Namely, the receiving node of the augmented information should be able to understand the prediction performance of the ML-model that generated it, in order to use the received augmented information (predicted value) efficiently.
  
Proposal 6: The receiving node of a predicted value should also receive the uncertainty of such prediction

Enable a data-driven rule-creation

There might be many different types of ML-Models available to address a specific use case and with that there might be many possible inputs. In order to ensure that the specification work in 3GPP remains focussed on the information that determine a clear delta in improved performance, it should be agreed that any potential new input for the rule-based creation using ML should have a clear and intuitive advantage. 

Proposal 7: Any new potential input information to an AI/ML model, should provide clear advantages in comparison to absence of such information

[bookmark: _Toc461106288]Conclusion
In this contribution basic principles to follow for the RAN3 study on AI/ML have been outlined. 
The following is proposed:
Proposal 1: It is proposed to agree to the definitions in Section 2.1  
Proposal 2: Definition of the AI/ML models applicable to the 5G RAN are left to implementation and outside the scope of 3GPP 
Proposal 3: It is proposed to focus the RAN3 study on AI/ML on the execution of ML-based learned rules and to leave the process of training up to implementation
Proposal 4: The node hosting an ML model should be able to request, if needed, specific information to be used as inputs to the model and to avoid reception of unwanted information if not needed.  

Proposal 5: The node hosting an ML model should signal the outputs of the model only to nodes that have explicitly requested them, unless it is agreed that the outputs are believed to be always of interest to the receiving node.  
Observation1: A mechanism based on subscription to receive augmented information ensures that the capabilities of the node subscribing to the information are sufficient to understand the information itself
Proposal 6: The receiving node of a predicted value should also receive the uncertainty of such prediction

Proposal 7: Any new potential input information to an AI/ML model, should provide clear advantages in comparison to absence of such information
A TP capturing the proposals above is provided in the Annex below.
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-------------------------------------Start of Changes-------------------------------------
[bookmark: _Toc53675659]4	General Framework
Editor Note: high level principles for RAN intelligence enabled by AI, the functional framework (e.g. the AI functionality and the input/output of the component for AI enabled optimization)
4.1	Definitions

The following definitions are taken as baseline for the study on further enhancement for data collection. 
ML Model: A data driven algorithm that generates a set of outputs consisting of predicted information, based on a set of inputs
ML Model Input: A range of data that may in full or in part be needed by an ML model to generate Outputs 
ML Model Output: A range of predicted data of which all or part can be generated by an ML model as output 
Augmented Information: The prediction value of a given piece of information, e.g. the prediction of load information is the Augmented Load Information
Enrichment Information: information provided to a node, in addition to the information that is available to it, in order to further enhance the ML Model tasks hosted.
Reward information: Measured (not predicted) information intended to be predicted by the ML model, e.g. throughput reward information is the measured throughput that may be used to train a ML model for throughput prediction.
4.2	High-Level Principles 
The following high level principles are taken as baseline for the study on further enhancement for data collection.
Principle 1: Definition of the AI/ML models applicable to the 5G RAN are left to implementation and outside the scope of 3GPP 
Principle 2: It is proposed to focus the RAN3 study on AI/ML on the execution of ML-based learned rules and to leave the process of training up to implementation
Principle 3: The node hosting an ML model should be able to request, if needed, specific information to be used as inputs to the model and to avoid reception of unwanted information if not needed.  
Principle 4: The node hosting an ML model should signal the outputs of the model only to nodes that have explicitly requested them, unless it is agreed that the outputs are believed to be always of interest to the receiving node.  
Principle 5: The receiving node of a predicted value should also receive the uncertainty of such prediction
Principle 6: Any new potential input information to an AI/ML model, should provide clear advantages in comparison to absence of such information
-------------------------------------End of Changes-------------------------------------
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