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[bookmark: _Ref462817227]Introduction
[bookmark: _Ref462918989]As described in RP-201620, the study on AI/ML in RAN3 will focus on the following:
This study item aims to study the functional framework for RAN intelligence enabled by further enhancement of data collection through use cases, examples etc. and identify the potential standardization impacts on current NG-RAN nodes and interfaces.  
The detailed objectives of the SI are listed as follows:
Study high level principles for RAN intelligence enabled by AI, the functional framework (e.g. the AI functionality and the input/output of the component for AI enabled optimization) and identify the benefits of AI enabled NG-RAN through possible use cases e.g. energy saving, load balancing, mobility management, coverage optimization, etc.:
1. Study standardization impacts for the identified use cases including: the data that may be needed by an AI function as input and data that may be produced by an AI function as output, which is interpretable for multi-vendor support.
[…]
One general objective for the work is that the studies should be focused on the current NG-RAN architecture and interfaces to enable AI support for 5G deployments.

In order to explore the areas where AI/ML is most applicable and can improve the network performance for the NG RAN, this paper illustrates use cases that can be taken as reference during the development of AI/ML based solutions.
AI/ML based Use Cases 

It is important to fully utilize the potentials in AI/ML for wireless networks, for example by extracting important data from the system in order to build advanced AI/ML models. 
One problem in enabling AI/ML for wireless networks is the variable cost depending on wired or over-the-air data transfer. Enabling AI/ML by extending the UE reporting over-the-air by including different types of information, from radio to physical measurements would lead to increased signalling. The trade-off between increased data signalling versus enabling improved intelligence at the network is a challenging problem. It is important to fully address such trade-offs when evaluating different AI/ML use cases in the SI. One alternative to extending the UE report of radio or physical measurements is to explore the use of potential augmented information provided by the UE, for example generated by an AI-model. This information may be given as input to AI models hosted in the network, hence creating a system where AI models interact between each other to produce the desired final output.
The figure below shows an example of how multiple data sources can be used to create intelligent augmentation data at the UE and at RAN nodes.  

[image: ]
Figure1: Use of augmented information from the UE and from the RAN

Explore potential augmented information from the UE and from the RAN in each use case


Next, use cases covering important areas where AI/ML is likely to improve network performance is described.  The use cases are classified in the following families:
1. AI/ML for traffic steering, both comprising
· Capacity improvements
· Energy efficiency
2. AI/ML for QoS prediction
3. AI/ML for improved radio resource management (RRM)

AI/ML for traffic steering
AI/ML can be applied to steer traffic more efficiently, both in terms of capacity and energy efficiency. 
Reward Information for AI/ML-based handovers
Finding the best cell or set of cells to serve a UE is a challenging task due to the densification of networks and introduction of new frequency bands. One of the challenges in finding the best cell for a UE is to evaluate if the new cell was better than a previous serving cell for the UE, hence, it would be beneficial to have richer feedback information available from the new serving cell, so to compare previous and current serving cell performance. 
[image: ]
	Figure2: The target provides reward information (feedback) on the UE performance after handover

Considering the current handover mechanisms in NR, after a handover to the target cell, the source/serving node would act obliviously about the handed over UE i.e. it would not be interested on that UE any longer. Therefore, if the UE experiences low throughput or poor radio coverage  once handed over to the target cell, the source node of the handover would not be able to recognize and take any counteraction preventing such handovers causing poor performance for the UE. It is thus important to design a solution enabling a feedback mechanism after handover, where the UE and the target node provide measurements relative to the performance of the target cell serving  the UE.  This can enable the source node to update its handover decisions frequently based on the received feedback from target node (which would comprise also feedback from the UE while at target). The feedback from the target could be used as reward information for an AI/ML function that performs handover decisions, one such function could comprise reinforcement learning. Handover decisions consist of a prediction that could take into account possible future performance for a UE once handed over to a certain target cell/node. The feedback provided from target RAN node to source could comprise of:
· Dwelling time in cell 
· Measurements of QoS parameters experienced at target (instantaneous/mean)
· UE traffic pattern after handover 
· Resource utilizations used by UE, experienced latency (e.g., E2E RTT), measure of transmission reliability
· Radio efficiency at target cell (bit per second per hertz)
· Any change in UEs service requirements
· Mobility history information
· Multi connectivity configurations adopted after HO.

Investigate potential reward information for enabling AI/ML based traffic steering
Traffic steering augmented information
In addition to the reward information provided by the target RAN node, the potential target RAN node could also signal augmented information as illustrated in the message sequence chart below, generated by an ML-model for improved traffic steering, for example its future load information. The predicted future load information can comprise
· Number of active UEs
· Resource utilization
· Available Capacity
· Number of RRC Connections 
· TNL capacity
The UE may also provide augmented information such as its predicted mobility pattern and feed this to the target RAN, which in turn will forward it to the source RAN. Similarly, the serving gNB can provide the target gNB with augmented information related to the UE at handover, for example the predicted UE mobility or traffic.
[image: ]
Figure3: Message sequence chart for target cell prediction based on reward information and augmented information


Augmented information related to improved traffic steering should be investigated
AI/ML for Energy efficiency
Energy efficiency is an important aspect in wireless communications networks. One method for providing energy saving is to put capacity cells into a sleep mode. The activation or deactivation of a capacity cell may be triggered from a gNB that provides basic coverage as illustrated in the picture below and is typically a trade-off between energy efficiency and capacity.
In cases when there is quite low traffic around the capacity cell, it may be more energy efficient to turn off the capacity cell until the load increases. The capacity cell may later be activated when the traffic is higher and when there are UEs in the vicinity of the capacity cell which may be moved into the capacity cell by a handover procedure or some other connectivity reconfiguration procedure. However, it may be quite tricky to find out whether or not the communications UEs served by the basic coverage cell may be served by the capacity cell without activating the capacity cell. This means that in some situations when the load increases, the capacity cell is activated in order to determine whether or not one or more UEs served by the basic coverage cell may be served by the capacity cell. In case no such UEs would connect (or it would connect with acceptable radio conditions) to the activated capacity cell, the activation is done in vain, hence leading to a waste of energy. Capacity cell coverage area
Augmented information related to capacity cell


[image: ]
Figure4: Capacity cell activation based on reward information and augmented information

Furthermore, a capacity cell is often deployed in the handover region of two basic coverage cells, and therefore it is difficult to optimize capacity versus energy consumption. It is important to also look into energy saving application using ML/AI in activating capacity cells efficiently, for example to activate capacity cells based on predictions on traffic that could be offloaded to the capacity cell for all relevant nodes in the network. The signalling of such predictions to the RAN node controlling the activation or the signalling of information that may help to derive a prediction of offloaded traffic to capacity cell, should be investigated. It is also important to investigate whether the UE can provide augmented information to enable a smarter capacity cell activation.  

Energy efficiency should be studied, for example AI/ML for capacity cell activation

AI/ML for QoS Prediction
Quality of service (QoS) describes the overall performance of a service, for example the latency, reliability or throughput. Service Level Agreements (SLAs) are contractual agreements between an operator and an incumbent for the provisioning of services with a given set of performance requirements. On the basis of the current and predicted QoS target of each served UE, it is possible to determine if SLAs are going to be met.  The system in charge for checking fulfillment of SLAs is the OAM. In order to enable better SLA fulfillment prediction at the OAM, one should look into AI/ML in order to provide augmented information helping to forecast SLA fulfilment. 

Using AI/ML, the CU-CP can for example predict whether for a group of UEs and services (e.g. for UEs in a certain network slice using a service with 5QI==x) the target QoS requirements will be fulfilled or not. Such prediction can be relative to a specific time window into the future. 
Such augmented information can also comprise non-UE specific information, such as a prediction of the expected load per QoS class for a particular time of the day, as well as a prediction of whether QoS requirements for such QoS classes can be fulfilled.  The QoS fulfillment prediction could be signalled from the RAN to the OAM upon request from the OAM. The request could also comprise a request for the predicted QoS for a certain type of UE, for example a highly mobile UE or a low-end UE (e.g. IoT). 
The OAM receiving such QoS fulfillment prediction can in turn derive whether SLAs can be fulfilled in the future. If for example the OAM determines that SLAs cannot be fulfilled in the future, the OAM can take preventive actions such as to reconfigure resource partition policies per slice at the RAN in order to ensure that the SLAs not fulfilled can be fulfilled by means of a higher amount of resources to be utilized. The general framework is illustrated in the flowchart below. 

[image: ]
Figure5: QoS and SLA fulfillment prediction based on enrichment and augmented information

The augmented information sent to the OAM can be used to change the slice configuration, for example allocate more resources if SLA is predicted to not be fulfilled in a future time window.

AI/ML for predicting QoS and SLA fulfilment should be studied

AI/ML for improved radio resource management (RRM)
The use of AI/ML can provide an improved performance by leveraging new capabilities in learning complex interactions in the environment, one such environment with complex interactions is RRM. Potential RRM algorithms comprise,  link-adaptation, rank-selection, power control, mobility decisions. The SI should investigate potential augmented information from UEs or gNBs in order to enable an even better RRM. The augmented information generated by an AI-model could for example comprise forecast values such as the predicted load in a future time frame for one RAN node, or a UE predicted future signal quality value.

As an example, the use case of link adaptation can be considered. Link adaptation is a function that needs to react to rather fast changes of radio conditions. A way to improve the performance of link adaptation would be to gain more granular information about the radio environment and to predict the optimal link adaptation configuration on the basis of a prediction of the radio conditions.
In order to enhance link adaptation performance the UE may provide higher granularity data to the serving RAN, such as more granular L1 measurements, measurements of UE speed, UL queuing delays. 
At the same time the serving RAN may receive from neighbour nodes information about cross cell interference, e.g. in the form of number of UEs or resource utilisation at cell edge, or indeed information either constituting or helping to extrapolate a prediction of cross cell interference. 
With such information the serving RAN is able to derive a prediction of the channel condition for the UE and therefore to adopt a better link adaptation configuration.

Investigate new AI/ML-based augmented information for improved RRM

[bookmark: _Toc461106288]Conclusion
In this contribution a description of three main families of use cases has been carried out. 
The Use Case families are as follows:
1. AI/ML for traffic steering, both comprising
· Capacity improvements
· Energy efficiency
2. AI/ML for QoS prediction
3. AI/ML for improved radio resource management (RRM)
The following proposals have been derived:
1. Proposal 1: Explore potential augmented information from the UE and from the RAN in each use case
1. Investigate potential reward information for enabling AI/ML based traffic steering
1. Augmented information related to improved traffic steering should be investigated
1. Energy efficiency should be studied, for example AI/ML for capacity cell activation
1. AI/ML for predicting QoS and SLA fulfilment should be studied
1. Investigate new AI/ML-based augmented information for improved RRM

A TP to TR37.816 is presented below, capturing the use case descriptions outlined. Note that the TP also includes the impact on standard per use case, described in R3-206436
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[bookmark: _Toc53675660]5	Use Cases and Solutions for Artificial Intelligence in RAN
[bookmark: _Toc53675661]5.x1 		Use case 1: AI/ML for traffic steering
AI/ML can be applied to steer traffic more efficiently, both in terms of capacity and energy efficiency. 
5.x1.1	Reward Information for AI/ML-based handovers
Finding the best cell or set of cells to serve a UE is a challenging task due to the densification of networks and introduction of new frequency bands. One of the challenges in finding the best cell for a UE is to evaluate if the new cell was better than a previous serving cell for the UE, hence, it would be beneficial to have richer feedback information available from the new serving cell, so to compare previous and current serving cell performance. 
[image: ]
	Figure2: The target provides reward information (feedback) on the UE performance after handover

Considering the current handover mechanisms in NR, after a handover to the target cell, the source/serving node would act obliviously about the handed over UE i.e. it would not be interested on that UE any longer. Therefore, if the UE experiences low throughput or poor radio coverage  once handed over to the target cell, the source node of the handover would not be able to recognize and take any counteraction preventing such handovers causing poor performance for the UE. It is thus important to design a solution enabling a feedback mechanism after handover, where the UE and the target node provide measurements relative to the performance of the target cell serving  the UE.  This can enable the source node to update its handover decisions frequently based on the received feedback from target node (which would comprise also feedback from the UE while at target). The feedback from the target could be used as reward information for an AI/ML function that performs handover decisions, one such function could comprise reinforcement learning. Handover decisions consist of a prediction that could take into account possible future performance for a UE once handed over to a certain target cell/node. The feedback provided from target RAN node to source could comprise of:
· Dwelling time in cell 
· Measurements of QoS parameters experienced at target (instantaneous/mean)
· UE traffic pattern after handover 
· Resource utilizations used by UE, experienced latency (e.g., E2E RTT), measure of transmission reliability
· Radio efficiency at target cell (bit per second per hertz)
· Any change in UEs service requirements
· Mobility history information
· Multi connectivity configurations adopted after HO.

5.x1.2	Traffic steering augmented information
In addition to the reward information provided by the target RAN node, the potential target RAN node could also signal augmented information as illustrated in the message sequence chart below, generated by an ML-model for improved traffic steering, for example its future load information. The predicted future load information can comprise
· Number of active UEs
· Resource utilization
· Available Capacity
· Number of RRC Connections 
· TNL capacity
The UE may also provide augmented information such as its predicted mobility pattern and feed this to the target RAN, which in turn will forward it to the source RAN. Similarly, the serving gNB can provide the target gNB with augmented information related to the UE at handover, for example the predicted UE mobility or traffic.
[image: ]
Figure3: Message sequence chart for target cell prediction based on reward information and augmented information

5.x1.3	AI/ML for Energy efficiency
Energy efficiency is an important aspect in wireless communications networks. One method for providing energy saving is to put capacity cells into a sleep mode. The activation or deactivation of a capacity cell may be triggered from a gNB that provides basic coverage as illustrated in the picture below and is typically a trade-off between energy efficiency and capacity.
In cases when there is quite low traffic around the capacity cell, it may be more energy efficient to turn off the capacity cell until the load increases. The capacity cell may later be activated when the traffic is higher and when there are UEs in the vicinity of the capacity cell which may be moved into the capacity cell by a handover procedure or some other connectivity reconfiguration procedure. However, it may be quite tricky to find out whether or not the communications UEs served by the basic coverage cell may be served by the capacity cell without activating the capacity cell. This means that in some situations when the load increases, the capacity cell is activated in order to determine whether or not one or more UEs served by the basic coverage cell may be served by the capacity cell. In case no such UEs would connect (or it would connect with acceptable radio conditions) to the activated capacity cell, the activation is done in vain, hence leading to a waste of energy. Capacity cell coverage area
Augmented information related to capacity cell


[image: ]
Figure4: Capacity cell activation based on reward information and augmented information

Furthermore, a capacity cell is often deployed in the handover region of two basic coverage cells, and therefore it is difficult to optimize capacity versus energy consumption. It is important to also look into energy saving application using ML/AI in activating capacity cells efficiently, for example to activate capacity cells based on predictions on traffic that could be offloaded to the capacity cell for all relevant nodes in the network. The signalling of such predictions to the RAN node controlling the activation or the signalling of information that may help to derive a prediction of offloaded traffic to capacity cell, should be investigated. It is also important to investigate whether the UE can provide augmented information to enable a smarter capacity cell activation.  

[bookmark: _Toc53675666]5.X1.2	Solutions and standard impacts
The Use Case family of “AI/ML for traffic steering” may generate the following standardisation impacts:

· Uu Impact: 
· Flow of information over Uu from UE to target RAN to derive performance characteristics for the UE after the mobility process
· Flow of information from UE to source RAN to derive prediction of conditions while at the source

· Xn Impact: 
· Signalling from target RAN to source RAN of information relative to the conditions and performance of the UEs after the mobility process took place. 
· Signalling from target to source RAN of prediction information allowing to derive potential target cell status, e.g. load predictions per cell

5.x2.1 Use case 2: AI/ML for QoS Prediction
Quality of service (QoS) describes the overall performance of a service, for example the latency, reliability or throughput. Service Level Agreements (SLAs) are contractual agreements between an operator and an incumbent for the provisioning of services with a given set of performance requirements. On the basis of the current and predicted QoS target of each served UE, it is possible to determine if SLAs are going to be met.  The system in charge for checking fulfillment of SLAs is the OAM. In order to enable better SLA fulfillment prediction at the OAM, one should look into AI/ML in order to provide augmented information helping to forecast SLA fulfilment. 

Using AI/ML, the CU-CP can for example predict whether for a group of UEs and services (e.g. for UEs in a certain network slice using a service with 5QI==x) the target QoS requirements will be fulfilled or not. Such prediction can be relative to a specific time window into the future. 
Such augmented information can also comprise non-UE specific information, such as a prediction of the expected load per QoS class for a particular time of the day, as well as a prediction of whether QoS requirements for such QoS classes can be fulfilled.  The QoS fulfillment prediction could be signalled from the RAN to the OAM upon request from the OAM. The request could also comprise a request for the predicted QoS for a certain type of UE, for example a highly mobile UE or a low-end UE (e.g. IoT). 
The OAM receiving such QoS fulfillment prediction can in turn derive whether SLAs can be fulfilled in the future. If for example the OAM determines that SLAs cannot be fulfilled in the future, the OAM can take preventive actions such as to reconfigure resource partition policies per slice at the RAN in order to ensure that the SLAs not fulfilled can be fulfilled by means of a higher amount of resources to be utilized. The general framework is illustrated in the flowchart below. 
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Figure5: QoS and SLA fulfillment prediction based on enrichment and augmented information

The augmented information sent to the OAM can be used to change the slice configuration, for example allocate more resources if SLA is predicted to not be fulfilled in a future time window.
5.X2.2	Solutions and standard impacts
The Use Case family of “AI/ML for QoS monitoring” may generate the following impacts:

· F1-C Impacts: 
· Signalling from gNB-DU to gNB-CU of augmented information for parameters that may take part in QoS prediction derivation, e.g. Predictions of over the air transmission delays, predictions of packet error rates etc.

· RAN-OAM Interface Impact: 
· Signalling of predicted QoS levels from RAN to OAM, e.g. per QoS class, per slice
· Based on the QoS level predictions, OAM is able to run predictions on SLA fulfilment. Depending on the SLA fulfilment, OAM signals new policies to RAN influencing how SLAs may be met in the future (e.g. new per slice RRM policies)


5.x3.1 Use case 3: AI/ML for improved radio resource management (RRM)
The use of AI/ML can provide an improved performance by leveraging new capabilities in learning complex interactions in the environment, one such environment with complex interactions is RRM. Potential RRM algorithms comprise,  link-adaptation, rank-selection, power control, mobility decisions. The SI should investigate potential augmented information from UEs or gNBs in order to enable an even better RRM. The augmented information generated by an AI-model could for example comprise forecast values such as the predicted load in a future time frame for one RAN node, or a UE predicted future signal quality value.

As an example, the use case of link adaptation can be considered. Link adaptation is a function that needs to react to rather fast changes of radio conditions. A way to improve the performance of link adaptation would be to gain more granular information about the radio environment and to predict the optimal link adaptation configuration on the basis of a prediction of the radio conditions.
In order to enhance link adaptation performance the UE may provide higher granularity data to the serving RAN, such as more granular L1 measurements, measurements of UE speed, UL queuing delays. 
At the same time the serving RAN may receive from neighbour nodes information about cross cell interference, e.g. in the form of number of UEs or resource utilisation at cell edge, or indeed information either constituting or helping to extrapolate a prediction of cross cell interference. 
With such information the serving RAN is able to derive a prediction of the channel condition for the UE and therefore to adopt a better link adaptation configuration.

5.X3.2	Solutions and standard impacts
The Use Case family of “AI/ML for improved radio resource management” may generate the following impacts:

·  Uu Impact: Flow of information over Uu from UE to RAN
· F1-C Impact: Signalling of information from gNB-CU to gNB-DU to provide inputs to AI/ML Models assisting with radio resource management policy optimisation
· Xn Impact: Signalling between neighbour nodes of information regarding current or predicted radio conditions, that can serve as input to AI/ML models for prediction of radio resource management policies
-----------------------------------End of Changes-----------------------------------
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