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1	Introduction
In RAN3 #109 it was agreed that two scenarios should be considered for slice re-mapping. 
· Scenario 1) No resources are available at target RAN to admit the slice services: remapping would be used to admit the slice in a different set of resources
· Scenario 2) Slice is not supported in target RA: remapping would be used to map the services to a slice e.g. with lower QoS, and still provide service continuity
In this contribution we will further discuss the two scenarios and suitable solutions. 
[bookmark: _Ref178064866]2	Discussion
Scenario 1 -Slice congestion in cell.
In scenario 1, one or all QoS flows of the UE cannot be served in the target cell due to congestion in the RAN part of the slice. With legacy behavior, all or some QoS Flows of the UE will be blocked by access control at the HO. Typically, only GBR flows will be blocked as they need a guaranteed performance, while non-GBR flows will be accepted, but assigned limited resources by the scheduler. Full PDU sessions will only be blocked in extreme congestion. Regardless of the congestion level, the slice is supported in the cell, and the slice may remain in the Allowed NSSAI of the UE.  
If there are resources available for other slices, and if operator policy allows it, these resources can be used to serve the UE. The process by which services of a given slice are served by free resources of a different slice can be seen as re-mapping of slice resources. The latter may occur for both local and PLMN wide slices, whenever the cell is shared among several slices/group of slices with separate dedicated resources while the operator policies allow resource sharing between slices, namely when resources allocated by a slice are free, they can be adopted by UEs of other slices. One use case could be a MBB user accessing a cell where part the cell resources are reserved for a Vehicular Service slice. When the WS slice is not used, these resources may be re-mapped to other slices. Figure 1 shows an example of how slice resource remapping may work during Xn handover.

For the scenario where no resources are available at target RAN to admit the slice services, it is proposed to enable remapping of slice resources. Namely, the S-NSSAI of the bearers to be admitted in the target cell remains un-changed, but the resources allocated to the bearers may correspond to free resources reserved to a different slice
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Fig. 1: Slice resource re-mapping/fallback determined by the T-gNB


By adopting the principles in Proposal 1, slice resource remapping becomes a very dynamic and reusable tool. For example, it is not only at HO that QoS Flows may be blocked by access control, but also at initial access. If slice resource re-mapping is used for scenario 1, the solution should preferably be applicable for all access control scenarios, and it should be possible to re-map resources for separate QoS Flows as well as full PDU sessions. If the UE moves to another cell that is not congested, or if the congestion in current cell is solved, the gNB should be able to re-map the QoS Flows to the resources of the original slice. Also, if the new slice becomes congested, the gNB should be able to reconsider the re-mapping decision and re-map resources for the QoS Flows to the original slice. 
Since the congestion is local to the gNB, and given that the S-NSSAI of the slice is not changing, there is no reason that the CN part of the slice should be changed. 
If the original QoS requirements cannot be fulfilled after resource re-mapping, the QoS requirements should be updated. This can be achieved with legacy procedures, and from the CN and UE’s point of view it is similar to the case when there is no re-mapping, and some requirements cannot be fulfilled. 
[bookmark: _Toc54190293][bookmark: _Toc54191104]Conclusion 1 In Scenario 1: 
· [bookmark: _Toc54190294][bookmark: _Toc54191105]One or more QoS flows of a slice can be blocked due to lack of resources. 
· [bookmark: _Toc54190295][bookmark: _Toc54191106]The congestion is local in the target cell, namely in a different neighbor cell there might be no issue 
· [bookmark: _Toc54191107][bookmark: _Toc54190296]Given that the main objective is to find RAN resources on which the UE QoS Flows can be served, the original S-NSSAI does not need to be changed, instead the resources needed at target to serve the slice are taken from free resources originally allocated to other slices
· [bookmark: _Toc54190297][bookmark: _Toc54191108]Given that the S-NSSAI of the slice remained unchanged, the CN part of the slice can remain the same, and it is sufficient to re-map only some or all of the QoS flows in the RAN part of the slice. 

Scenario 2- Slice not supported in target cell.
In scenario 2, the UE is using a local slice that does not have PLMN wide coverage. The slice is used within a specific TAI, and when the UE leaves the availability area for the slice, the UE will perform a registration area update. In the new Registration Area, the slice is not available, so with legacy behavior, access to the slice will be denied, and the CN will remove the slice ID from the Allowed NSSAI by means of NAS signaling after the HO.
In this scenario slice re-mapping can be introduced in order to avoid service interruption. A possible use case is a truck that at a factory area is using a local URLLC slice dedicated for the factory. When leaving the factory area, and the current registration area (RA), the truck can be re-mapped to a slice with PLMN wide coverage, so that services with moderate QoS requirements can continue without interruption. In this case it is unavoidable that some functions at CN need to be changed. As an example, the local slice may have optimized CN features like local break-out, which is not available in the PLMN-wide slice, and the charging model is typically different in the two slices. Since the slice availability is constant in the registration area, the slice should remain re-mapped until next registration area update.
[bookmark: _Toc54191109]Conclusion 2: In Scenario 2: 
· [bookmark: _Toc54190298][bookmark: _Toc54191110]A slice, identified by an S-NSSAI is not supported at target gNB and for the whole corresponding RA.
· [bookmark: _Toc54190299][bookmark: _Toc54191111]A re-mapping of the PDU Sessions to a new S-NSSAI should be maintained at least until next RA update.
· [bookmark: _Toc54190300][bookmark: _Toc54191112]The characteristics of the original slice and the re-mapped slice are typically different, and the CN part of the slice needs to be changed.

[bookmark: _Toc54190301]Figure 2 below shows the procedures in the case of scenario 2, which are based on Xn handover. 

[bookmark: _Toc54190302]One point worth noting is that, assuming that CN functions will change at the change of the S-NSSAI, the scenario 2 remapping via Xn is subject to the issue of how to ensure correct handling of the slice between Step 1, when the target admits PDU Sessions under S-NSSAI2 and Step 4, when the AMF replies to the target RAN confirming or failing the path switch.

[bookmark: _Toc54190303][bookmark: _Toc54191113]Conclusion 3: If S-NSSAI remapping is performed via Xn handover, and assuming that CN functions will always need to be changed when an S-NSSAI changes, it is not possible to ensure that the remapped S-NSSAI is treated via appropriate network functions

[bookmark: _Toc54190304][image: ]
Fig. 2: S-NSSAI re-mapping/fallback determined by the T-gNB
RAN internal resource re-mapping
Since the requirements and characteristics of the scenarios are very different, it is expected that the applied solutions are different. For Solutions in Scenario 1, RAN internal resource re-mapping can be used, where the re-mapping decision is made by the gNB based on preconfigured RRM policies. This ensures maximum flexibility since the re-mapping can be changed whenever the congestion situation changes, and QoS Flows can be re-mapped to different slice resources independently. As explained, there is no need to change the S-NSSAI of the slice, and the CN part of the slice is not affected. In contribution R3-20X6434 a text proposal is included describing the solution.
Slice Remapping decision in 5GC
For Solutions to Scenario 2, the CN needs to be involved in the re-mapping. The original slice is not supported in the new registration area, so the CN will deny access to the slice unless the slice is remapped to one supported in the target RAN. Also, the CN part of the slice will typically need to be changed, since at least the charging policies are typically different in local slices and PLMN wide slices. When deciding if and to which slice a PDU session should be remapped, operator policy for the slices as well as subscription data on subscribed NSSAI’s may need to be considered. For solutions tackling Scenario 2, it is therefore natural that the re-mapping decision is made in the CN. This will in fact resolve the issue highlighted above where the re-mapped slice should be served by appropriate CN functions since the moment it is used by the UE. Figure 3 shows how this solution may work.
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Fig. 2: S-NSSAI re-mapping/fallback determined by the CN

[bookmark: _Hlk54179621]In R3-206434 a text proposal is included that describes the solution where the re-mapping is performed during a NG based HO. This solution ensures that the CN is in control, and the RAN impact is limited.
[bookmark: _Hlk54190413]
[bookmark: _Toc54190315][bookmark: _Toc347823621][bookmark: _Toc347824073][bookmark: _Toc347824246][bookmark: _Toc226862296][bookmark: _Ref190406817]For all solutions captured in the TR it should be clarified what scenario it is applicable to.
[bookmark: _Toc54190316]Capture the solution with RAN internal resource re-mapping in TR38.832, based on the TP in ‘R3-206434’.
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Conclusion
In the previous sections we made the following conclusions: 
Conclusion 1 In Scenario 1:
	One or more QoS flows of a slice can be blocked due to lack of resources.
	The congestion is local in the target cell, namely in a different neighbor cell there might be no issue
	Given that the main objective is to find RAN resources on which the UE QoS Flows can be served, the original S-NSSAI does not need to be changed, instead the resources needed at target to serve the slice are taken from free resources originally allocated to other slices
	Given that the S-NSSAI of the slice remained unchanged, the CN part of the slice can remain the same, and it is sufficient to re-map only some or all of the QoS flows in the RAN part of the slice.
Conclusion 2: In Scenario 2:
	A slice, identified by an S-NSSAI is not supported at target gNB and for the whole corresponding RA.
	A re-mapping of the PDU Sessions to a new S-NSSAI should be maintained at least until next RA update.
	The characteristics of the original slice and the re-mapped slice are typically different, and the CN part of the slice needs to be changed.
Conclusion 3: If S-NSSAI remapping is performed via Xn handover, and assuming that CN functions will always need to be changed when an S-NSSAI changes, it is not possible to ensure that the remapped S-NSSAI is treated via appropriate network functions


Based on the discussion in the previous sections we propose the following:
Proposal 1	For all solutions captured in the TR it should be clarified what scenario it is applicable to.
Proposal 2	Capture the solution with RAN internal resource re-mapping in TR38.832, based on the TP in ‘R3-206434’.
[bookmark: _In-sequence_SDU_delivery] 
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