3GPP TSG-RAN WG3 #108-e
R3-206401
Online, 2-12 November 2020
Agenda Item:
20.2.4
Source:
Intel Corporation 
Title:
On Feeder Link Switch
Document for:
Agreement
1 Introduction
The issue of feeder link switch was discussed in the previous meeting and there was a common understanding to support soft and hard switchover in Rel-17, including stage-2 and stage-3 specification impacts. In the present contribution we provide our views on the issue.
2 Discussion
The issue of feeder link switch is well documented in the TR 23.737 [1] and can be illustrated by Figure 1 (from the TR), which is well known and does not require further explanations. 
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Figure 1: Feeder link switch
While the feeder link switch is a complex process, as explained in [2], most of the complexity between the NTN Control Center and the NTN GWs. As these are considered part of the transport network, there is no need to elaborate on the NTN Control Center and NTN GW functionality in the RAN3 specifications. 
Observation 1: most of the feeder link switch complexity is hidden from NG-RAN by the transport network (i.e. NTN Control Center and NTN GWs).

We therefore propose to focus the discussions in RAN3 on the radio access network part.

Proposal 1: focus the discussion on feeder link switch on the radio access network part, not the transport network.

With this in mind, we analyze the issue further below. So far, the issue has been looked at primarily from the point of view of the satellite (i.e. transport) network. From the point of view of the radio access network (from the point of view of gNB1 in the Figure 1 above), though, the feeder link switchover may be modelled by the following chain of events:
1) A new neighbor gNB (gNB2) appears 

2) UEs are either handover over gracefully (soft switch) or there is a hard switch

3) The gNB2 disappears 

4) The gNB2 appears again (and all the steps are repeated)

It is also worth mentioning that at least with some LEO scenarios, the frequency of the feeder link switchover may be quite high. According to [3], LEO satellites orbit the Earth every 1.5 to 2 hours. Therefore, feeder link switchover may occur every few minutes. Therefore, it is important to consider the feeder link switchover procedure in the context of other subsequent switchovers.
Observation 2: at least in some cases of LEO satellites, feeder link switchover may occur every few minutes; it is therefore important to design the solution with this in mind and consider the scenario not as a single event, but as a sequence of events.

Based on the elaboration above, it is evident that from the point of view of a gNB, feeder link switchover primarily entails frequent changes of neighbor relation, with potential changes of configurations of those neighbor gNBs. While the latter can be supported with the existing signaling, e.g. Xn-AP Configuration Update (which may need some enhancements, to be discussed later), the former (which we would refer to as temporal neighbor relations) is currently not supported and will require new signaling. Therefore, in the remaining parts of this contribution we propose to standardize (and elaborate on the required signaling in support of) temporal gNB neighbor relations, in which gNBs may frequently become neighbors for a relatively short period of time.

Proposal 2: standardize support for temporal gNB neighbor relations, in which gNBs may frequently become neighbors for a relatively short period of time.

Of course, such relation can simply be “supported” by tearing down and re-establishing the network interfaces (e.g. Xn). However, considering the frequency of such events (at least for LEO), that would be extremely inefficient and may even result in service degradation. It is therefore proposed to support an optimized “suspend/resume” functionality on the Xn interface (which was discussed, at least briefly, in the study item phase).

Proposal 3: support an optimized “suspend/resume” functionality on the Xn interface.

When an interface is suspended (by either of the neighboring gBNs), both gNBs retain all the context and all the information related to that interface, even if the transport network (i.e. the feeder link) goes down. When the transport network is available again, the Xn interface is resumed with all the stored information. If some information (e.g. related to cells controlled by a gNB) has changed during the suspended time, the gNB should information the peer gNB about such changes using the Configuration Update signaling. 
3 Conclusions
Based on the following observations:
Observation 1: most of the feeder link switch complexity is hidden from NG-RAN by the transport network (i.e. NTN Control Center and NTN GWs).

Observation 2: at least in some cases of LEO satellites, feeder link switchover may occur every few minutes; it is therefore important to design the solution with this in mind and consider the scenario not as a single event, but as a sequence of events.

We conclude to propose:

Proposal 1: focus the discussion on feeder link switch on the radio access network part, not the transport network.

Proposal 2: standardize support for temporal gNB neighbor relations, in which gNBs may frequently become neighbors for a relatively short period of time.

Proposal 3: support an optimized “suspend/resume” functionality on the Xn interface.
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