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1	Introduction
[bookmark: _Toc474247438]In this paper we provide further discussion on open points for PCI conflict detection and reassignment scheme. 

2	Discussion
For the centralized PCI selection mechanism RAN3#109 made an agreement for the non-split architecture:
For centralized PCI assignment, in non-split gNB architecture, the OAM assigns a single PCI for each NR cell in the gNB, and the gNB selects this value as the PCI of the NR cell.

FFS remained for split architecture, and two options were proposed in 37.816:
	Case 1: centralized PCI selection, OAM assigns a single PCI to each NR cell
In this case, the OAM configures a single PCI value for NR cells in the DU. The DU sends the PCI of each serving cell to the CU during the F1 setup procedure.
-	Option 1a: CU detects PCI conflict and indicates to OAM via DU. OAM assigns a new PCI.
	In option 1, when the CU detects PCI conflict between NR cells within a DU or between neighbouring gNBs, it sends the PCI conflict indication to the DU. The DU reports the PCI conflict to the OAM. After that, the OAM will allocate a new PCI value for the DU.
-	Option 1b: CU detects PCI conflict and indicates to OAM directly. OAM assigns a new PCI.
	When the CU detects the PCI conflict between NR cells within a DU or between neighbouring gNBs, it sends the PCI conflict to OAM directly. And the OAM will allocate a new PCI value for the cell having PCI conflict and configure it to the DU.




We think that in centralized case, the OAM would collect the PCI conflict detection information from the CU and reassign the new PCI to the CU as described in option 1b. This ensures the new PCI can be selected  based on its complete radio planning information. Any additional indication is therefore not needed on the F1 interface for this purpose. 
Proposal 1: For centralized PCI selection no additional F1 signalling is needed.
For the distributed PCI selection mechanism, an agreement was reach for non-split architecture and an open point remained for split architecture:
For distributed PCI assignment, in non-split gNB architecture, the OAM assigns a list of PCIs for each NR cell in the gNB. To resolve PCI conflict the gNB may select a PCI value from the list of PCIs.

For distributed PCI assignment, in split architecture case, PCI conflict detection and reassignment are located at gNB-CU. It is FFS whether the list of available PCIs is configured in CU or DU.

Two options were proposed in 37.816:
	Case 2: Distributed PCI selection, OAM configures a list of PCIs to each NR cell
In this case, the OAM signals a list of PCIs for each cell to the DU, and DU selects one from the list for each NR cell. The DU sends the selected PCI of each serving cell to the CU during F1 setup.
-	Option 2a: CU detects PCI conflict and indicates to DU. DU reassigns a new PCI.
When the CU detects the PCI conflict, it sends the PCI conflict indication to the DU. In addition, the CU sends the PCIs of cells neighbouring to the cell subject to PCI update to the DU, or allowed PCIs, or non-allowed PCIs to the DU. The DU may restrict the PCI list considering the information suggested by CU. Based that, the DU reselects a new PCI value from the remaining list of the PCIs.
-	Option 2b: CU detects PCI conflict and reassigns a new PCI.
When the CU detects the PCI conflict, the CU will select a new PCI value from the remaining list of the PCIs reported from the DU, and send the new PCI value to the DU in the gNB-CU configuration update procedure. This option needs the gNB-DU report the PCI list of each NR cell to the gNB-CU during F1 setup.




[bookmark: _GoBack]As can be seen, the agreement on the split architecture partly followed option 2b but it was still discussed whether signalling of an available PCI list is needed on F1. In our view it is preferable that the gNB-CU OAM configures the list of available PCIs, providing in this way better overview of the network. Additional F1 signalling is therefore not needed.
Proposal 2: For distributed PCI selection no additional F1 signalling is needed.
3	Conclusions
In this contribution, we made the following proposals:
Proposal 1: For centralized PCI selection no additional F1 signalling is needed.
Proposal 2: For distributed PCI selection no additional F1 signalling is needed.

