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Introduction
Last RAN3 meeting agreed following for topology redundancy:
Consider Scenario 1 and 2 for CP/UP separation:
· Scenario 1: F1-C via M-NG-RAN node (non-donor node) + F1-U via S-NG-RAN node (donor node)
· Scenario 2: F1-U via M-NG-RAN node (donor node) + F1-C via S-NG-RAN node (non-donor node)

Analyze Scenario 1 and Scenario 2 for inter-Donor Topology Redundancy, with the principle that an IAB-DU only have F1 interface with one Donor-CU:
· Scenario 1: the IAB is multi-connected with 2 Donors. 
· Scenario 2: the IAB’s parent/ancestor node is multi-connected with 2 Donors. 

This contribution analyses the technical detail on CP/UP separation and inter-CU topology redundancy. 
Discussion
2.1. CP/UP separation
Scenario 1 and Scenario 2 for CP/UP separation are shown in below figure:


Figure 1: CP/UP separation Scenarios
Scenario 1 is similar to NSA IAB. It is required to transfer the F1-C traffic over the Xn interface. The impact to RRC is similar to NSA IAB that is to transfer the F1-C traffic in a container over the Uu. 

In Scenario 2, the transfer of F1-U is already supported in Rel-16. The F1-C can be transferred on top of RRC using split SRB2 which hides it from Xn. So this scenario does not require changes to XnAP interface to transfer the F1-C traffic.   
[bookmark: _GoBack]In a summary, the impact to RAN3 is similar to NSA, which requires to transfer the F1-C traffic over the Xn interface. 

Proposal 1: enhance Xn interface to enable the transfer of F1-C traffic. 
The Stage-2 TP can be found in ([3]).
2.2. Inter-CU Topology Redundancy 
Below figure shows the 2 scenarios for inter-CU Topology Redundancy. 


Figure 2: Inter-CU Topology Redundancy Scenarios
For Scenario 1, following aspects are studied: 
· Donor selection for an IAB node
In Rel-16, Donor-CU detects the collocation of the IAB-MT and IAB-DU, based on the previously allocated BAP address provided to the IAB-MT via RRC message, and the BAP address received via the F1 SETUP REQUEST message from the IAB-DU. So it is the same Donor node that has allocated the BAP address, and has terminated the F1-C interface (i.e. received the related F1 SETUP REQUEST message). 

When the IAB is RRC connected with a Donor (e.g. Donor1), Donor1 allocates the BAP address to the IAB node. The IAB may provide the information of the Donor, e.g. the cell ID, to the OAM server. The OAM server may know the related Donor-CU based on the cell ID information of the Donor. Then the OAM server provides the related configuration, e.g. IP address of Donor-CU, cell ID, etc to the IAB node. The IAB node can use the received configuration during the F1 Setup procedure. This ensures the IAB node only initiate the F1 Setup with the Donor who allocated the BAP address to the IAB node. 

· Cell ID to be used by an IAB node that is connected with 2 Donors
The IAB node only have F1-C interface with one Donor. The IAB node only use with the cell IDs related to the Donor that is F1-C connected. When the IAB has connection with 2 Donors, the other Donor that have no F1-C interface with the IAB node cannot initiate F1-C procedure to the IAB node. 

· Which node allocates the BAP address?
Both Donors can allocate the BAP address to the IAB node. The 1st Donor that terminates the RRC Connection Establishment procedure allocates the BAP address to the IAB-MT. The IAB node may include this BAP address when initiating the F1 Setup with the 1st Donor. When the 2nd Donor is added for the IAB-MT, the 2nd Donor can also allocate a BAP address, but that is not used for F1 Setup. The 2 BAP addresses allocated by the two Donors are used by the IAB node to check whether it needs to terminate a DL BAP packet, e.g. the BAP address configured by Donor1 is used to terminate the DL BAP packet that is routed via a Donor-DU of Donor1.   


· How to enable the Routing via a Donor-DU of a different Donor (e.g. Donor2)
When the SN (Donor2) is added for the IAB-MT, Donor2 may allocate the related IP address, BAP address, DSCP and IPv6 Flow Label to be used for those F1-C/U traffic via a Donor-DU of Donor2. Donor1 also informs the IAB node about the BAP address to be used for Leg#2 (e.g. to check the DL BAP packet). The allocated IP address, BAP address, DSCP, and IPv6 Flow Label is provided to Donor1, in case Donor1 want to route the F1-C/U traffic via a Donor-DU of Donor2. It may be up to Donor1’s implementation on whether it needs to route the F1-C/U traffic via a Donor-DU of Donor2. Donor2 also configures the Donor-DU and the intermediate IAB node that have F1-Connection. When Donor1 sends a DL F1-C/U packet to be routed via Donor2’s DU, Donor1 uses the previously received IP address, DSCP/IPv6 Flow Label, and Donor2-DU performs the related traffic mapping. 


· Possible conflict on BAP address and Routing ID
Current BAP address (10-bit) is only unique with the RAN of a Donor. In Inter-CU Topology Redundancy case, both Donors may assign the same BAP address to different Donor-DU/IABs. 
Similar issue also happens for the Routing ID. This may either require the coordination between the Donors to avoid the conflict, or a “global unique” BAP address and Routing ID are introduced. 

· IP address assignment
Both Donor can assign the IP address, e.g. to be used for traffic routed via the respective Donor-DU. This may be similar to the EN-DC that the MeNB forward the IP address information to the SgNB. The impact to the Xn interface may be similar to the X2 interface, i.e. include the IAB Information in the Xn RRC Transfer message. 

· Routing and traffic-mapping configuration
For configuration in the Donor-DU, the corresponding Donor-CU initiates the configuration procedure. 

For configuration in the IAB-DU, it is also the corresponding Donor-CU that initiates the configuration procedure. However, the configured information also includes the information related to the other Donor-CU, for example, the Routing ID is generated by the Donor-DU in the other Donor. Such information needs to be exchanged over the Xn interface. 

· Resource configuration of the IAB-DU
Since the IAB-DU only have F1-C interface with one Donor, it is that Donor who initiates the F1AP procedure to configure the resource configuration. It may require coordination between the 2 Donors in case a conflict exist. 

· Which node determines the degree of load balancing between the two legs (i.e. routed via the Donor-DU of different Donors)?
This may be similar to the split bearer in DC case. It is the MN to determine the data split via the 2 legs. 

An example call flow for Scenario 1 is shown as below:


Figure 2: Example call flow for Scenario 1
For Scenario 2, similar issues as Scenario 1 also need to be studied. In Scenario 2, the IAB-MT only connects with one parent node. The IAB node shall use the same Donor as its parent node, i.e. the Donor that terminates the F1-C interface for the IAB node’s parent node. 

An example call flow for Scenario 2 is shown as below:


Figure 2: Example call flow for Scenario 2
The main differences to Scenario 1 are:
· Step 3/4: it is not XnAP SN Addition Preparation procedure, since IAB2 is not dual connected. It needs to be further studied whether to enhance current XnAP procedure or introduce a new XnAP procedure. 
· Step 6b: IAB1 only has the F1-C with Donor1, so the routing configuration in IAB1 is initiated by Donor1. This requires Donor2 to provide routing information to Donor1.

Proposal 2: RAN3 consider following issues to study the solutions to support inter-CU Topology Redundancy
· Donor selection for an IAB node
· Cell ID to be used by an IAB node that is connected with 2 Donors
· Which node allocates the BAP address?
· How to enable the Routing via a Donor-DU of a different Donor (e.g. Donor2)
· Possible conflict on BAP address and Routing ID
· IP address assignment
· Routing and traffic-mapping configuration
· Resource configuration of the IAB-DU
· Which node determines the degree of load balancing between the two legs (i.e. routed via the Donor-DU of different Donors)?
Conclusion
In this contribution, we have analysed CU/UP separation and inter-CU topology redundancy. Our proposal is: 
Proposal 1: enhance Xn interface to enable the transfer of F1-C traffic. 
The Stage-2 TP can be found in ([3]).
Proposal 2: RAN3 consider above issues to study the solutions to support inter-CU Topology Redundancy
· Donor selection for an IAB node
· Cell ID to be used by an IAB node that is connected with 2 Donors
· Which node allocates the BAP address?
· How to enable the Routing via a Donor-DU of a different Donor (e.g. Donor2)
· Possible conflict on BAP address and Routing ID
· IP address assignment
· Routing and traffic-mapping configuration
· Resource configuration of the IAB-DU
· Which node determines the degree of load balancing between the two legs (i.e. routed via the Donor-DU of different Donors)?
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