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In TSG RAN Meeting #109e, the following agreements have been achieved:
	Analyze Scenario 1 and Scenario 2 for inter-Donor Topology Redundancy, with the principle that an IAB-DU only have F1 interface with one Donor-CU:
· Scenario 1: the IAB is multi-connected with 2 Donors. 
· Scenario 2: the IAB’s parent/ancestor node is multi-connected with 2 Donors. 

Local re-routing scenario other than RLF can be discussed later or after RAN2 decision.

Inter-Donor-DU re-routing can be discussed later or after RAN2 decision.

Deprioritize Multi-Route Support with data split in IAB.



For IAB-nodes using SA mode, Rel-16 supports topological redundancy on BAP layer. This redundancy can be used to load-balance user plane traffic with the granularity of F1-U GTP tunnels. It can further support robustness on the control-plane through the configuration of multiple paths for F1-C. BAP layer redundancy together with local rerouting is further used to retain connectivity in case of BH RLF. Also, IP multihoming is supported for F1-C across multiple IAB-donor-DUs.

This paper discusses enhancements to be considered for inter-donor topological redundancy.
Discussion
Inter-topology BAP routing


Figure 1: Load-balancing of F1-U traffic using inter-donor BH redundancy
Figure 1a shows an example of an IAB-node whose IAB-MT is dual-connected to two IAB-donors via NR-DC, e.g., to perform load-balancing. In this example, IAB-donor-CU1 and IAB-donor-CU2 hold MN and SN roles, respectively. The two UEs of the dual-connected IAB-node are connected to the same IAB-donor-CU, i.e., CU1. Load-balancing is achieved by routing F1-U of UE1 via the IAB-donor-DU of CU1, and routing F1-U of UE2 via the IAB-donor-DU of CU2.
Figure 1b shows an example, where the descendant node of an inter-donor dual-connected IAB-node is single-connected to one of these IAB-donors (i.e. IAB-donor-CU1). The descendent node performs load balancing by routing F1-U of UE1 via the IAB-donor-DU of CU1, and routing F1-U of UE2 via the IAB-donor-DU of the CU2.
In Figure 1a, the F1-U tunnel for UE2 is carried over the BAP sublayer, which belongs to the topology of IAB-donor-CU2.
In Figure 1b, the F1-U tunnel for UE2 is carried over the BAP sublayer across two topologies, where one topology belongs to IAB-donor-CU1 and includes IAB-donor-DU1, IAB-node-1 and IAB-node-4, while the other topology belongs to IAB-donor-CU2 and includes IAB-node-2 and IAB-donor-DU2. For this, BAP routing across IAB-donor topologies needs to be supported.
Proposal 1: RAN3 to consider BAP routing across IAB-donor topologies.
The following options are considered and discussed in more detail in the sub-sections below:
· Option 1: Extension of the BAP route across both topologies, where a common BAP routing ID is used for the BAP route in both topologies.
· Option 2: Concatenation of two BAP routes, where each BAP route is confined to one topology and uses a topology-specific BAP routing ID.
Proposal 2: RAN3 to discuss extension of BAP routes across topologies vs. concatenation of BAP routes at the topology boundary.

2.1.1 Inter-topology extension of BAP Routes



Figure 2: Extension of BAP route across IAB-donor topologies
Figure 2 shows two BAP routes (green dashed lines) between the descendant node (IAB-4) and IAB-donor-DU1, which carry the F1-U tunnel for UE1 in uplink and downlink direction, respectively. The two BAP routes are confined to one topology and configured by IAB-donor-CU1.
Figure 2 also shows two BAP routes (green and blue solid lines) between the descendant node and IAB-donor-DU2, which carry the F1-U tunnel for UE2 in uplink and downlink direction, respectively. The two BAP routes extend across both topologies. 
Inter-topology BAP route extension has problem that collision may occur between BAP addresses and between BAP routing ID allocated by different IAB-donor-CUs. Such collisions need to be avoided.
Observation 1: For inter-topology BAP-route extension, collisions between BAP addresses and between BAP routing IDs allocated by different IAB-donors need to be avoided. 
To ensure a collision-free allocation of BAP addresses and BAP routing IDs, the following options may be considered:
· Option 1a: The IAB-donor-CUs negotiate the selection of BAP addresses and BAP routing IDs. This option may imply that the IAB-node (or IAB-donor-DU) carries two BAP addresses, where one of these addresses is allocate to the IAB-node/IAB-donor-DU during node integration and the other is allocated upon establishment of the inter-topology route. To avoid multiple BAP addresses on IAB-node/IAB-donor-DU, it may be necessary to reconfigure BAP addresses when the inter-topology route is established.  
· Option 1b: The IAB-donor-CUs allocate global-scope routing entries, where each routing entry includes the BAP routing ID together with an IAB-donor-CU ID. The IAB-donor-CU ID may refer to the CU which initially allocated the BAP routing ID. In Figure 2, for instance, the routing entries for the DL route (green solid line) would include the ID of IAB-donor-CU1 while the UL route (blue solid line) would carry the ID of IAB-donor-CU2.
Proposal 3: To support inter-topology BAP route extension, inter-donor coordination of BAP routing IDs or global scope BAP routing entries should be considered to avoid BAP-name-space collisions.
For either option, each IAB-donor-CU configures the BAP routing entries in its own topology since the adjacent topology is only known to the other IAB-donor-CU.
Proposal 4: For inter-topology BAP route extension, each IAB-donor should allocate the BAP routing IDs in its own topology.
2.1.2 Concatenation of BAP Routes


Figure 3: Concatenation of BAP routes of adjacent IAB-donor topologies
Figure 3 illustrates inter-topology BAP routing via concatenation of BAP routes of adjacent IAB-donor topologies.
Each of IAB-donor-CU1 and IAB-donor-CU2 configures BAP routes that are confined within the topology of the respective IAB-donor. For example, IAB-donor-CU1 configures two BAP routes respectively for uplink and downlink that carry the F1-U tunnel of UE2 between the dual-connected IAB-node and the descendant IAB-node. Similarly, IAB-donor CU2 configures two BAP routes for respective uplink and downlink that carry the F1-U tunnel of UE2 between the dual-connected IAB-node and IAB-donor-DU2.
At the topology boundary, i.e., the dual-connected IAB-node, the BAP routes of each direction are concatenated. The following options may be considered for packet processing at this topology boundary:
· Option 2a: BAP header rewriting. This implies that a new processing step is added to the BAP specification, where the BAP routing ID on the incoming packet is replaced with a new BAP routing ID. Further, a BAP-routing-ID-mapping configuration needs to be provided to the boundary IAB-node.
· Option 2b: IP routing. This implies that an IP routing function is allocated at the boundary node, where the IP header fields of BAP PDUs received on a BAP route of one IAB-donor topology are mapped to a BAP routing ID of a BAP route of the other IAB-donor topology. While this option could reuse Rel-16 UL and DL mapping configurations when passing packets from IP layer to BAP layer, it would be necessary to provide an IP routing configuration to the boundary node. 
Proposal 5: To support inter-topology BAP route concatenation, RAN3 to consider BAP header rewriting vs. IP routing.


Conclusion
This paper discussed enhancements to be considered for inter-donor topological redundancy. The following observations and proposals have been made:

Observation 1: For inter-topology BAP-route extension, collisions between BAP addresses and between BAP routing IDs allocated by different IAB-donors need to be avoided. 
Proposal 1: RAN3 to consider BAP routing across IAB-donor topologies.
Proposal 2: RAN3 to discuss extension of BAP routes across topologies vs. concatenation of BAP routes at the topology boundary.
Proposal 3: To support inter-topology BAP route extension, inter-donor coordination of BAP routing IDs or global scope BAP routing entries should be considered to avoid BAP-name-space collisions.
Proposal 4: For inter-topology BAP route extension, each IAB-donor should allocate the BAP routing IDs in its own topology.
Proposal 5: To support inter-topology concatenated BAP routes, RAN3 to consider BAP header rewriting vs. IP routing.
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