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Introduction
[bookmark: _Ref178064866][bookmark: _Hlk40172195]In this contribution we would like to investigate the case that an F1 Setup Request would result in the number of supported F1-C links in the gNB-CU to be exceeded. So, in the following we elaborate on the issue and our findings and provide our proposals for the way forward.
Discussion
When a new F1-C interface instance is to be configured, the gNB-DU initiates the procedure by sending an F1 SETUP REQUEST message including the appropriate data to the gNB-CU. In this contribution we want to address the case that the gNB-CU has already reached the maximum number of F1-C links that it supports.
Although the specifications do not state any limitation for the number of F1-C interfaces a gNB-CU can support, it is obvious that an implementation has a limited number of connections that can be supported. Let’s assume a gNB-CU supports a maximum of n F1-C connections.  If at the point that the gNB-CU already supports n F1-C links, a gNB-DU sends an F1 SETUP REQUEST message to the gNB-CU in question, then the gNB-CU will respond with an F1 SETUP FAILURE message, since in TS 38.473 it is stated that if the gNB-CU cannot accept the setup, it should respond with a F1 SETUP FAILURE message and appropriate cause value.
Looking into TS 38.473, we see that at present there is no appropriate cause value defined. Thus, in the current standard there is no way to indicate the reason of a rejection due to exceeding the maximum number of supported F1-C links. The latter hides from the gNB-DU a clear view of the gNB-CU status and reduces the efficiency of the relevant procedures, since the gNB-DU will not know the reason of the rejection. For example, the gNB-DU may retry multiple times after the failure to establish the F1 connection, without any success. This would consume processing and transport resources and it might be avoided if an appropriate cause value is signalled to the gNB-DU, which triggers a back off from further attempts. 
Observation 1: the gNB-CU cannot indicate that a rejection of F1 Setup Request is due to max number of supported F1-C links being exceeded.
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Considering the use case presented, we see that it is impossible for a configuration to correctly configure the maximum number of cells a gNB-DU shall add to the gNB-CU, because this number is variable and it depends on e.g. failure events over F1 or at gNB-CUs, it depends on other gNB-DUs connecting to the new gNB-CU etc. which cannot be planned in advance. As an example, if a gNB-DU F1 link breaks and the gNB-DU connects to another gNB-CU, it would not be possible to foresee the exact number of F1 links that will connect to a gNB-CU. Evidently relying on OAM configuration will not provide solution to the problem. Furthermore, in a multivendor scenario, gNB-CU and gNB-DU would be connected to different OAM systems.
We believe that the best way would be to strive for a solution at F1AP protocol level, which is the most efficient and inexpensive way.
As a result, a cause value should be specified clarifying that the failure is due to surpassing the max number of supported F1-C links. In this way the gNB-DU will know the reason of the rejection. 
In light of the above the following is proposed:
Proposal 1: Specify a cause value clarifying that the failure is due to exceeding the max number of supported F1-C interface instances.
Conclusion
In this contribution the issue of the number of supported F1-C links being exceeded in the gNB-CU has been discussed and the following proposal was made:
Proposal 1: Specify a cause value clarifying that the failure is due to exceeding the max number of supported F1-C interface instances.
[bookmark: _GoBack]CRs reflecting the proposal above are available in R3-206237 and in R3-206239.
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