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1. Introduction
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]A new SI for Rel-17 called “Study on enhancement for data collection for NR and ENDC” was agreed by RAN Plenary with SID in [1]. 
The SI aims to study the functional framework for RAN intelligence enabled by further enhancement of data collection through use cases, examples etc. and to identify the potential standardization impacts on current NG-RAN nodes and interfaces. RAN intelligence is referring to the use of Artificial Intelligence (AI) / Machine Learning (ML) approaches used to overcome the challenges of consistent optimization of increasing numbers of key performance indicators (KPIs) and data to be analysed. AI/ML is seen as a powerful tool to help operators to improve network management and user experience, by analysing and autonomously processing the data collected in the network and by the UEs. The application of AI/ML in 5G networks has gained tremendous attention in both academia and industry/standardisation fora (see e.g. [2], [3], and [4]).
This contribution focuses on high-level principles for AI/ML-enabled RAN intelligence and the functional framework required for its introduction (e.g. the AI/ML functionality and the input/output of the components for AI/ML-enabled optimization). Another contribution provided by Deutsche Telekom to RAN3#110-e [5] is related to potential use cases for AI/ML which allow to demonstrate the application of the high-level principles during further study run time.
2. Discussion
2.1 Data analytics within 5GS specifications
3GPP has covered different solutions for data analytics in 5G networks in Rel-15+. The 5GC includes the NWDAF (Network Data Analytics Function) (see [6] and [7]) which can collect data from 5GC network functions (NFs) like AMF and SMF, from OAM system, or using those stored in a common data repository, and exposures analytic services to other 5GC NFs and/or OAM. Services specified in [7] cover e.g. network performance, slice and NF load, mobility, and QoS aspects. 
3GPP SA5 is currently working in Rel-17 on mobile data analytics (MDA) in OAM. TR 28.809 [8] includes a description of the MDA process and role model also showing examples of coordination between NWDAF, gNB and MDA service (MDAS) producer for data analytics (see Fig. 1 for one of those examples):
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Fig. 1: Example of coordination between NWDAF, gNB and MDAS producer for data analytics
In contrast to [7] TR 28.809 explicitly states that MDA may rely on AI/ML technologies and describes the MDA process in terms of interaction with the MDAS consumer, when utilizing ML technologies (see Fig. 2).



Fig. 2: MDA process utilizing ML technologies [8]
Except of the process for management data analysis, there exists another one for ML model training where the MDAS producer classifies the input data for training purposes, trains the ML model, and provides the ML training report. Also the MDAS consumer may get involved by providing input data for ML model training. The ML model training may be performed on an un-trained or a trained model. 
The following definitions are currently given in [8] for the functions of the MDA process in Fig. 2:
· Data classification: The data input to the MDA producer could be used for ML model training or for the actual management data analysis. The MDA producer classifies the input data into the category for ML data training and the category for management data analysis, and passes the classified data along to corresponding step for further processing.
· ML model training: The MDAS producer trains the ML model, i.e., to train the algorithm of the ML model to be able to provide the expected training output by analysis of the training input. The data for ML model training may be the training data (including the training input and the expected output) and/or the validation data provided by the MDAS consumer. After the ML model training, the MDAS producer provides an ML model training report.
· Management data analysis: The trained ML model analyses the classified data and generates the management data analytics report(s).
· Validation: The MDAS consumer may validate the output data provided by the MDAS producer. The output data to be validated may be the analytics report and/or the ML model training report as described above. The consumer may provide the validation data as feedback to the MDAS producer, and the MDAS producer will use the validation data for further ML model training with the historical data that are used to generate the validated output data.
Similar to [7] TR 28.809 is listing a bunch of use cases for the potential application of the MDA process in OAM covering also RAN-related topics like coverage optimization, resource utilization, SLA assurance (latency, throughput, etc.), and mobility management (incl. handover optimization, load balancing, and inter-gNB beam selection).
Observation 1: The work in 3GPP already covers processes and functions for data analytics in the 5GC as well as in the OAM system with the latter explicitly addressing AI/ML technologies.
Observation 2: The MDAS approach discussed in 3GPP SA5 covers already processes and functions for AI/ML-based data analytics for the AI/ML lifecycle management (LCM).
Proposal 1: RAN3 to take the existing output on data analytics from 3GPP SA2 and SA5 into account for this SI as well as the output of other fora like e.g. ITU-T, ETSI, and O-RAN.
2.2 Applicability of AI/ML approaches in the RAN
Whereas the processes and functions described in Section 2.1 may use AI/ML approaches in the 5GC or in OAM with possibly using data originating from RAN infrastructure plus data provided by UEs, e.g. via MDT, the new study in RAN3 mentioned in Section 1 is focussing on use of AI/ML approaches in the RAN. 
There can be a differentiation between AI/ML algorithm placements according to the underlying time scaling demands for the use cases to be considered. Implementations in 5GC and OAM may be valid for non-real time optimizations, whereas real time (typically on TTI level) or near-real time inference for optimizations may be handled directly inside the RAN nodes (in case of split architecture in gNB-DU and/or gNB-CU(-CP/UP)). It is expected that due to the time span required for data analytics the main application in RAN will be on near-real time optimizations instead of real time. It should be noted that this does not preclude to run also non-real time inference in RAN nodes, if this makes sense from a use case perspective. Even in case of using AI/ML approaches in the RAN the LCM for them is still conducted in the OAM system.
Observation 3: A differentiation w.r.t. placement of AI/ML applications in the 5GS can be made according to the time scaling demands for the use cases under consideration. It is expected that the 5GC or the OAM system handle only non-real time optimization approaches. 
Proposal 2: RAN3 to consider placement of AI/ML applications in the RAN which may cover both near-real time and non-real time optimization purposes dependent on the use case perspective. This is in contrast to AI/ML applications in the 5GC or OAM system, where primarily non-real time optimization is expected.
Proposal 3: RAN3 to consider interrogation of primarily non-real time optimization approaches via 5GC NWDAF or OAM MDAS with those implemented in the RAN for both near- and non-real time purposes.
Proposal 4: The LCM for AI/ML algorithms placed in RAN nodes is still conducted in the OAM system.

Fig. 3 shows a proposal for a description of the workflow covering the components required for ML technology usage in the RAN und the data flows in between.


Fig. 3: Components and data flows to describe ML technologie usage for the RAN
[bookmark: _GoBack]In addition to Fig. 2 further roles/components may be introduced to cover the differences between AI/ML applications running in the OAM system and in the RAN, especially if a split architecture is assumed. Therefore, the following terms are used:
· ML training engine: NF hosting the model training.
· ML inference engine: NF hosting the ML model during inference mode (including both the model execution as well as any online learning if applicable).
The data analytics module as depicted in Fig. 2 for OAM MDA can be split into 2 separate parts which are hosted by 2 different NFs. The initial ML model training/evaluation as well as the creation of new or updated models in the ML training engine are supposed to be done offline in the OAM system. The ML inference engine using only already trained models provided by the ML training engine is always assumed to be part of a logical RAN node/NF. 
Usually the learning approaches applied by different ML algorithms determine the kind of mapping of training and inference engine to nodes/functions in the RAN or in other domains of the 5GS. Those approaches can be differentiated e.g. according to supervised and unsupervised learning as well as to reinforcement learning [9]. With reinforcement learning there is also the possibility for online model training in the ML inference engine in the RAN which again can provide a feedback of updated models back to the ML training engine in the OAM system. 
Data sources providing training and/or inference information to the ML training engine and ML inference engine can be logical RAN nodes/NFs, 5GC NFs, UEs, or the OAM system. In principle it is also possible to have a common data repository on the network infrastructure layer.
By incorporating the output of the AI/ML-assisted online learning model(s) in the ML inference engine the so-called actor in Fig. 3 (similar to MDAS consumer in Fig. 2) triggers actions in the same or another logical RAN node/NF (e.g. the gNB-CU-CP as actor may trigger an action in the gNB-CU-UP or in the gNB-DU) or in other 5GS domains (e.g. UE, 5GC, OAM). Based on updated results e.g. by measurements in the RAN nodes and/or UEs a feedback loop can be provided to the data sources which will be the input for supporting an evaluation of the model performance in the following steps of the working flow
To get a consistent picture for potential adoption of AI/ML-based approaches in the RAN, a detailed workflow description is required covering the data acquisition and collection from different sources as well as the ML model LCM phases like building, training, deployment, execution, and validation. The demand for possible extensions of data acquisition and collection functionalities beyond those implemented in current specifications has to be checked on the basis of selected use cases during the study runtime. This workflow description will help to evaluate the impact of the introduction of RAN intelligence based on AI/ML approaches on current RAN architecture.
Observation 4: The MDA process utilizing AI/ML technologies as described by SA5 for the OAM system can be adapted also for introducing the functional framework for RAN intelligence. Extensions/modifications are needed e.g. with respect to the ML training engine and ML inference engine which are placed in different domains (OAM and RAN, respectively).
Proposal 5: RAN3 to adapt the MDA process utilizing AI/ML technologies as described by SA5 for the OAM system for introducing the functional framework for RAN intelligence. 
· The LCM for AI/ML applications in the RAN will stay in the OAM system as well as the offline training of models to be applied in the ML training engine. 
· The ML inference engines using trained models provided by the ML training engine are assumed to be part of logical RAN nodes/NFs; which nodes is dependent on the selected use case.
· The ML inference engines are providing outputs of data analysis to an actor in the RAN which may trigger actions on the basis of those results. An actor may be the same logical RAN node/NF where the ML inference engine is placed or another one dependent on the selected use case.
Proposal 6: To get a common understanding on the impact of AI/ML-based optimization approaches to the RAN RAN3 should describe a detailed workflow covering the data acquisition and collection from different sources as well as the handling of the different ML model LCM phases (building, training, deployment, execution, and validation).
Proposal 7: The LCM for AI/ML applications in the RAN and the AI/ML-related interfacing/configuration part for ML inference engines to be implemented in logical RAN nodes/NFs shall be part of the study work.
[bookmark: _Toc423019950][bookmark: _Toc423020279][bookmark: _Toc423020296]3. Conclusion
Based on the discussion in this paper, we can summarize the observations and proposals as listed in the following:
Observation 1: The work in 3GPP already covers processes and functions for data analytics in the 5GC as well as in the OAM system with the latter explicitly addressing AI/ML technologies.
Observation 2: The MDAS approach discussed in 3GPP SA5 covers already processes and functions for AI/ML-based data analytics for the AI/ML lifecycle management (LCM).
Proposal 1: RAN3 to take the existing output on data analytics from 3GPP SA2 and SA5 into account for this SI as well as the output of other fora like e.g. ITU-T, ETSI, and O-RAN.
Observation 3: A differentiation w.r.t. placement of AI/ML applications in the 5GS can be made according to the time scaling demands for the use cases under consideration. It is expected that the 5GC or the OAM system handle only non-real time optimization approaches. 
Proposal 2: RAN3 to consider placement of AI/ML applications in the RAN which may cover both near-real time and non-real time optimization purposes dependent on the use case perspective. This is in contrast to AI/ML applications in the 5GC or OAM system, where primarily non-real time optimization is expected.
Proposal 3: RAN3 to consider interrogation of primarily non-real time optimization approaches via 5GC NWDAF or OAM MDAS with those implemented in the RAN for both near- and non-real time purposes.
Proposal 4: The LCM for AI/ML algorithms placed in RAN nodes is still conducted in the OAM system.
Observation 4: The MDA process utilizing AI/ML technologies as described by SA5 for the OAM system can be adapted also for introducing the functional framework for RAN intelligence. Extensions/modifications are needed e.g. with respect to the ML training engine and ML inference engine which are placed in different domains (OAM and RAN, respectively).
Proposal 5: RAN3 to adapt the MDA process utilizing AI/ML technologies as described by SA5 for the OAM system for introducing the functional framework for RAN intelligence. 
· The LCM for AI/ML applications in the RAN will stay in the OAM system as well as the offline training of models to be applied in the ML training engine. 
· The ML inference engines using trained models provided by the ML training engine are assumed to be part of logical RAN nodes/NFs; which nodes is dependent on the selected use case.
· The ML inference engines are providing outputs of data analysis to an actor in the RAN which may trigger actions on the basis of those results. An actor may be the same logical RAN node/NF where the ML inference engine is placed or another one dependent on the selected use case.
Proposal 6: To get a common understanding on the impact of AI/ML-based optimization approaches to the RAN RAN3 should describe a detailed workflow covering the data acquisition and collection from different sources as well as the handling of the different ML model LCM phases (building, training, deployment, execution, and validation).
Proposal 7: The LCM for AI/ML applications in the RAN and the AI/ML-related interfacing/configuration part for ML inference engines to be implemented in logical RAN nodes/NFs shall be part of the study work.
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