
3GPP TSG-RAN WG3 Meeting #110e                                                      R3-206185
E-Meeting: Nov 2nd - 12th, 2020                                     
Agenda item:
10.2.4
Source:
Qualcomm Inc.
Title:
Inter-system Load Balancing
Document for:
Discussion and Decision

1. Introduction 
In the last RAN3 meeting (R3-109-e), following agreements were made on the topic of inter-system load balancing:
Introduce Inter System Load Balancing mechanisms on the basis of the solution available in E-UTRAN

Introduce Inter System Load Balancing by means of mechanisms that resemble or reuse the SON Configuration Transfer IE for the purpose of configuring load balancing metrics and reporting load balancing measurements 

Use S1: eNB CONFIGURATION TRANSFER, S1: MME CONFIGURATION TRANSFER, NG: UL RAN CONFIGURATION TRANSFER and  NG: DL RAN CONFIGURATION TRANSFER for the transfer of inter system load balancing via means of mechanisms that resemble or reuse the SON Configuration Transfer IEs. It is FFS whether further details on the signaling part need to be introduced

Adopt signaling of the Composite Available Capacity (Cell Capacity Class value and Capacity Value) for inter system MLB

Adoption of further MLB metrics is FFS

Event Based Reporting and Periodic Reporting (only in case specific conditions are met), are agreed to be supported for inter system MLB. The mechanism should avoid excessive signalling
This paper continues the discussion [1] from last meeting and goes further into stage-3 details for supporting inter-system load balancing.

2. Inter-System Load Balancing
Rel-16 currently only supports intra-system load balancing using RESOURCE STATUS REQUEST/RESPONSE messages, however inter-system load balancing between an E-UTRAN connected to EPC and NG-RAN connected to 5GC is not supported as shown in the figure below:
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In last meeting, it was agreed to support inter-system MLB by means of mechanisms that resemble or reuse the SON Configuration Transfer IE on the basis of the solution available in E-UTRAN as captured by the agreements below:

Introduce Inter System Load Balancing mechanisms on the basis of the solution available in E-UTRAN

Introduce Inter System Load Balancing by means of mechanisms that resemble or reuse the SON Configuration Transfer IE for the purpose of configuring load balancing metrics and reporting load balancing measurements 

Use S1: eNB CONFIGURATION TRANSFER, S1: MME CONFIGURATION TRANSFER, NG: UL RAN CONFIGURATION TRANSFER and  NG: DL RAN CONFIGURATION TRANSFER for the transfer of inter system load balancing via means of mechanisms that resemble or reuse the SON Configuration Transfer IEs. It is FFS whether further details on the signaling part need to be introduced

In order to support inter-system MLB, an E-UTRAN connected to EPC should be able to configure load balancing metrics and report load balancing measurements to an NG-RAN connected to 5GC and vice-versa. 
Proposal 1: In order to support inter-system MLB, an E-UTRAN connected to EPC should be able to configure load balancing metrics and report load balancing measurements to an NG-RAN connected to 5GC and vice-versa
We therefore propose to enhance the existing Inter-System SON Information message in NGAP and S1AP to support inter-system MLB. Specifically, we propose the following 3 enhancements to Inter-System SON Information message in S1AP and NGAP (message enhancements are highlighted in blue):

i)      Inter-System SON Information > Inter-System SON Information Report > Inter-system Resource Status
ii)      Inter-System SON Information > Inter-System SON Information Request > Inter-System Resource Status Request
iii) Inter-System SON Information >Inter-System SON Information Reply > Inter-System Resource Status Reply
Proposal 2: Enhance Inter-System SON Information by defining new IEs “Inter-system Resource Status”, “Inter-System Resource Status Request” and “Inter-System Resource Status Reply”

Load measurement granularity
In Rel-16, Intra-system load balancing supports configuring and reporting of load measurements at a cell level, beam level and per slice granularities. 
Observation 1: Intra-system load balancing supports configuring and reporting of load measurements at a cell level, beam level and per slice granularities. 

Similar to intra-system load balancing, we can also allow configuring and reporting of load balancing metrics at a cell level, beam level and slice level for an NG-RAN node and only at cell level for an E-UTRAN node (no concept of beams or slices for E-UTRAN nodes). Inter-system SON Information Request IE defined in Proposal 1 can be used to include the list of cells/beams/slices of E-UTRAN or NG-RAN nodes whose load measurements are requested.
Proposal 3: Inter-system load balancing should support configuring and reporting of load balancing metrics at a cell level, beam level and slice level for an NG-RAN node and only at cell level for an E-UTRAN node. 

Load Reporting Type
Event Based Reporting and Periodic Reporting (only in case specific conditions are met), are agreed to be supported for inter system MLB. The mechanism should avoid excessive signalling
In Rel-16, Intra-system load balancing only supported periodic load balancing (period in the range of 1 to 10 seconds). This mechanism of periodically reporting load metrics over the Xn/X2 interfaces is useful and necessary for an optimal offloading between cells belonging to the same system; however load balancing between cells belonging to different system is not that frequent and does not necessitate the need for frequent periodic load reporting over S1/NG/N26 interfaces.

Observation 2: Rel-16 intra-system MLB only supports periodic load reporting, which might be more frequent than necessary and can cause high overload on network interfaces for inter-system MLB

We therefore propose to support event-based load reporting (based on load thresholds for load reporting) for inter-system MLB in addition to periodic load balancing. A similar event-based load balancing mechanism was also adopted for inter-system MLB between UTRA and E-UTRA to avoid overloading the RIM interface with frequent periodic load reports.
Proposal 4: Support event-based load balancing for inter-system MLB by including “Number of Measurement Reporting Levels” and “Load Percentage” in Inter-system Resource Status Request i.e. the requesting node can indicate either the number of reporting levels (evenly distributed on a linear scale below the reporting node's threshold for overload) or an absolute load percentage after which the reporting node needs to report the load

After receiving the event-based load balancing request, the reporting node sends a report each time via Inter-System Resource Status when the:

· Cell/Beam/Slice load changes from one reporting level to another

· Cell/Beam/Slice load enters and exits overload state

· Cell/Beam/Slice load increases beyond an absolute threshold signalled in the request message

Proposal 5: Upon configuring with event based load balancing request, Inter-System Resource Status IE is used to report load when cell/beam/slice load i) changes from one reporting level to another, ii) enters and exits overload state, iii)  increases beyond an absolute threshold signalled in the request message

To indicate that the cell/beam/slice load has exceeded the overload threshold, include a flag indicating overload in the Inter-System Resource Status message. 

Proposal 6: Include a flag indicating overload in the Inter-System Resource Status message to indicate whether the cell/beam/slice load has exceeded the overload threshold
In addition to event-triggered mechanism for inter-system MLB, we also propose to support periodic load reporting for inter-system MLB as well. Although periodic load reports can be signalling intensive, configuring the nodes with a higher reporting periodicity can alleviate this issue.
Proposal 7: Support periodic load balancing for inter-system MLB with configurable reporting periodicities via “Reporting Periodicity” IE in Inter-system Resource Status Request 

Load Metrics
Adopt signaling of the Composite Available Capacity (Cell Capacity Class value and Capacity Value) for inter system MLB

Adoption of further MLB metrics is FFS
It is to be noted that the intra-system MLB in Rel-16 supports reporting of different load metrics such as Composite Available Capacity (CAC), Radio Resource Status (PRB Usage), HW load, TNL load, Number of Active UEs etc.

For the sake of simplicity and relevance, we propose to only support CAC as the load metric for inter-system MLB. CAC indicates the overall available resource level per cell and per SSB area in the cell in DL/UL and is the most relevant load metric for inter-system MLB. This also simplifies the signalling in not needing to add a bitmap for identifying which load metric is to be reported if multiple load metrics are supported like in intra-system MLB.

Proposal 8: Support only Composite Available Capacity (CAC) as the load metric for inter-system MLB.

3. Conclusion

Observation 1: Intra-system load balancing supports configuring and reporting of load measurements at a cell level, beam level and per slice granularities. 

Observation 2: Rel-16 intra-system MLB only supports periodic load reporting, which might be more frequent than necessary and can cause high overload on network interfaces for inter-system MLB

Proposal 1: In order to support inter-system MLB, an E-UTRAN connected to EPC should be able to configure load balancing metrics and report load balancing measurements to an NG-RAN connected to 5GC and vice-versa
Proposal 2: Enhance Inter-System SON Information by defining new IEs “Inter-system Resource Status”, “Inter-System Resource Status Request” and “Inter-System Resource Status Reply”

Proposal 3: Inter-system load balancing should support configuring and reporting of load balancing metrics at a cell level, beam level and slice level for an NG-RAN node and only at cell level for an E-UTRAN node. 

Proposal 4: Support event-based load balancing for inter-system MLB by including “Number of Measurement Reporting Levels” and “Load Percentage” in Inter-system Resource Status Request i.e. the requesting node can indicate either the number of reporting levels (evenly distributed on a linear scale below the reporting node's threshold for overload) or an absolute load percentage after which the reporting node needs to report the load

Proposal 5: Upon configuring with event based load balancing request, Inter-System Resource Status IE is used to report load when cell/beam/slice load i) changes from one reporting level to another, ii) enters and exits overload state, iii)  increases beyond an absolute threshold signalled in the request message

Proposal 6: Include a flag indicating overload in the Inter-System Resource Status message to indicate whether the cell/beam/slice load has exceeded the overload threshold
Proposal 7: Support periodic load balancing for inter-system MLB with configurable reporting periodicities via “Reporting Periodicity” IE in Inter-system Resource Status Request 

Proposal 8: Support only Composite Available Capacity (CAC) as the load metric for inter-system MLB.
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5. Sample TP to NGAP (TS 38.413) for inter-system MLB

9.3.3.34
Inter-system SON Information

This IE identifies the nature of the configuration information transferred.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	CHOICE Inter-system SON Information
	M
	
	
	

	>Inter-system SON Information Report
	
	
	
	

	>>Inter-system SON Information Report
	M
	
	9.3.3.36
	

	>Inter-system SON Information Request
	
	
	
	

	>>Inter-system SON Information Request
	M
	
	9.3.3.x
	

	>Inter-system SON Information Reply
	
	
	
	

	>>Inter-system SON Information Reply
	M
	
	9.3.3.y
	


9.3.3.36
Inter-system SON Information Report

This IE contains the configuration information to be transferred.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	CHOICE SON Information Report 
	M
	
	
	

	>HO Report Information
	
	
	
	

	>>Inter-system HO Report
	M
	
	9.3.3.39
	

	>Failure Indication Information
	
	
	
	

	>>Inter-system Failure Indication
	M
	
	9.3.3.40
	

	>Resource Status Information
	
	
	
	

	  >>Inter-system Resource Status
	M
	
	9.3.3.c
	


9.3.3.x
Inter-system SON Information Request
This IE contains the request information to be transferred.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	CHOICE Inter-system SON Information Request
	M
	
	
	

	>Resource Status
	
	
	
	

	>> Inter-system Resource Status Request
	O
	
	9.3.3.a
	


9.3.3.y
Inter-system SON Information Reply
This IE contains the reply information to be transferred.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	CHOICE Inter-system SON Information Reply
	M
	
	
	

	>Resource Status
	
	
	
	

	>> Inter-system Resource Status Reply
	O
	
	9.3.3.b
	


9.3.3.a
Inter-system Resource Status Request 

This IE contains the Inter-system resource status request information to be transferred.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Registration Request
	M
	
	ENUMERATED(start, stop,

add, …)
	
	YES
	reject

	CHOICE Reporting RAT
	M
	
	
	
	
	

	> NG-RAN
	
	
	
	
	
	

	>> Cell To Report List
	
	1
	
	Cell ID list to which the request applies.
	YES
	ignore

	>>>Cell ID
	M
	
	Global NG-RAN Cell Identity


	Contains the NRCGI IE as defined in 9.2.1.XX.
	
	

	>> SSB To Report List
	
	0..1
	
	SSB list to which the request applies.
	YES
	ignore

	 >>> SSB To Report Item
	O
	1..<maxnoofSSBAreas>
	
	
	
	

	     >>> SSB-Index
	O
	
	INTEGER(0…63)
	
	
	

	>>Slice To Report List 
	
	0..1
	
	S-NSSAI list to which the request applies. 
	YES
	ignore

	>>>Slice To Report Item 
	
	1 .. < maxnoofBPLMNs >
	
	
	EACH
	ignore

	>>>>PLMN Identity
	M
	
	9.3.1.14
	Broadcast PLMN
	
	

	>>>>S-NSSAI List 
	
	1
	
	
	EACH
	ignore

	>>>>>S-NSSAI Item 
	
	1 .. < maxnoofSliceItems>
	
	
	
	

	>>>>S-NSSAI
	M
	
	S-NSSAI

9.3.1.38
	
	
	

	> E-UTRAN
	
	
	
	
	
	

	>>> Cell To Report List
	
	1 .. <maxCellinengNB>
	
	
	EACH
	ignore

	>>>>Cell ID
	M
	
	E-UTRAN Cell ID

	.
	
	

	> CHOICE Reporting Type
	
	
	
	
	
	

	>> Periodic Load Reporting
	
	
	
	
	
	

	   >>>Reporting Periodicity
	M
	
	-
	-
	
	

	>> Event-Triggered Load Reporting
	
	
	
	
	
	

	   >>> Event-Triggered Load Reporting
	M
	
	9.3.3.d
	
	
	


	Range bound
	Explanation

	maxnoofCellsinNG-RAN node
	Maximum no. of cells that can be served by a NG-RAN node. Value is 16384.


9.3.3.b
Inter-system Resource Status Reply 

This IE contains the Inter-system load balancing reply information to be transferred.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Criticality Diagnostics
	O
	
	-
	
	YES
	ignore


9.3.3.c
Inter-system Resource Status
This IE contains the results of requested measurements for Inter-system load balancing to be transferred.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Cell Measurement Result
	
	
	
	
	YES
	ignore

	> CHOICE Reporting RAT
	M
	
	
	
	
	

	>>NG-RAN
	
	
	
	
	
	

	>>>NG-RAN Load Measurement Result Item
	
	1 .. <maxnoofCellsinNG-RANnode>
	
	
	EACH
	ignore

	>>>>Cell ID
	M
	
	Global NG-RAN Cell Identity


	Contains the NRCGI IE as defined in 9.2.1.XX.
	
	

	     >>>> SSB list
	O
	0..1
	
	
	
	

	     >>>>> SSB Item
	O
	1..<maxnoofSSBAreas>
	
	
	
	

	     >>>>>> SSB-Index
	O
	
	INTEGER(1…64)
	
	
	

	>>>> Composite Available Capacity Group
	M
	 
	OCTET STRING
	Contains the Composite Available Capacity Group IE as defined in TS 38.423.
	
	

	>>>E-UTRAN Load Measurement Result Item
	
	1 .. <maxCellinengNB>
	
	
	EACH
	ignore

	>>>>Cell ID
	M
	
	E-UTRAN Cell ID

	.
	
	

	>>Composite Available Capacity Group
	O
	
	
	Contains the Composite Available Capacity Group IE as defined in TS 36.423.
	
	

	Overload Flag
	O
	 
	ENUMERATED (Overload, ...)
	This IE is present the cell/beam/slice load exceeds the threshold for overload.
	
	


9.3.3.d
Event-Triggered Load Reporting

This IE contains request information for event-triggered inter-RAT or inter-system load reporting.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Number Of Measurement Reporting Levels
	O
	 
	ENUMERATED (1, 2, 3, 4, 5, ...)
	The reporting node divides the cell/beam/slice load scale into the indicated number of reporting levels, evenly distributed on a linear scale below the reporting node's threshold for overload. The reporting node sends a report each time the cell/beam/slice load changes from one reporting level to another, and when the cell load enters and exits overload state.

	Load Percentage
	O
	
	INTEGER (1..100,...)
	The reporting node sends a report each time the cell/beam/slice load exceeds the absolute load percentage
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