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Introduction

Self-Organising Networks (SON) was introduced in LTE to support deployment of the system and performance optimization. The first SON features, PCI allocation and Automatic Neighbour Relations (ANR) were introduced already in Rel.8 (while the term "SON" was introduced in Rel-9). Success of these two features encouraged further study on the topic and resulted in a Rel.9 work item that eventually enabled 3 SON features: Mobility Robustness Optimisation (MRO), Mobility Load Balancing (MLB) and RACH optimisation. The two first features, MRO and MLB, turned out to be key enablers of LTE and they were further enhanced in following releases to match increasing LTE complexity. Besides ANR, MRO, MLB and RACH optimisation, also other features enabling particular aspects of network self-optimisation were discussed and enabled in separate SIs/WIs: Minimization of Drive Tests (MDT), Energy Saving (ES), interference cancellation (ICIC, eICIC), etc. These SON features are performed based on the statistic of massive data from network and UE, which can be regarded as the pioneers of Data usage in RAN. 

Meanwhile, a new SI in RP-201304 named as Further Enhancements to Data Collection was approved in RAN#88e meeting. The big difference between current optimization network with SON/MDT and AI-based network is that the system has to evolve from a reactive paradigm to a proactive one. 

The following changes need to be considered:

- Full intelligence of the current network status, which means more valuable information can be collected from network elements, no matter from UE or RAN node or CN;

- Capability of predicting, e.g., load prediction, UE behaviour prediction, user experience prediction;

- Capability of dynamically associating the network response to the network KPIs, the closed loop method is preferred.

The proposed use cases should help to reduce OPEX/CAPEX, improve network performance and user experience, which aims to be identified during this R17 SI.

Furthermore, it was stated in RP-201304 that one general objective for the work is that the studies should be focused on the current NG-RAN architecture and interfaces to enable AI support for 5G deployments.
Discussion

2.1 AI framework

The high level AI framework for RAN is shown as below:
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                                                           Figure1:  AI framework for RAN
There are four functional components:

Data Collection: The data collected from RAN elements, e.g., UE, NG-RAN node, CU/DU, CU-CP/CU-UP, which needed for training the ML model and needed as input for the ML model for inference.
Model Training: ML models include supervised learning, unsupervised learning, reinforcement learning, deep neural network, and appropriate ML model has to be chosen according to various use cases.
Model Inference: Executing the trained ML model with corresponding inference data, the output is the input for taking a decision for an action.
Action: Performing the actions based on the outputs of the inference model.
After the action has been performed, the network performance feedback (still, the data collection from RAN elements) is needed, which can be used to retrain or update the ML model. The retained or updated ML model needs to be deployed for ML model inference.

Proposal1: Taking the above AI Framework for RAN as the baseline, and captured it in TR.

2.2 AI-based RAN Architecture
Taking the general objective as the studies should be focused on the current NG-RAN architecture and interfaces to enable AI support for 5G deployments into account, the possible AI-based RAN Architecture is shown as below (take non-split RAN architecture as an example):

. 
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                                                            Figure2:  AI-based RAN Architecture
The AI Entity above includes at least one functional component as described in Section 2.1.

For example, Data Collection and Action are usually should be located in NG-RAN node for those use cases identified for RAN optimization. While Model Training and Model Inference can be both located in a single place, e.g. OAM system or NG-RAN node, or Model Training is located in the OAM system, and Model Inference is located in the NG-RAN node. How to define the functional components of the AI Entity and the deployment of AI Entity should be discussed case by case.

Proposal2: The AI-based RAN Architecture as shown in Figure2 should be captured in TR.

2.3 The Interface Impact with AI-based RAN Architecture
No matter what’s the functional components of the AI Entity, the current open standardized backhaul interface between NG-RAN nodes should be enhanced to enable AI function.
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                                                                     Figure3:  AI-based Xn interface

The Xn Interface should be enhanced to support the following functions in order to support AI:

The Xn-C interface supports the following functions:

-
AI Function Management: This function enables the AI function(s) start/stop between the NG-RAN nodes, if the AI function(s) supported by both nodes.
-     AI Model Management: This function enables one NG-RAN node to retrieve the ML model from the peer NG-RAN node. With this function, the updated ML model can be synchronized between NG-RAN nodes.
-     AI Measurement Management: This function allows AI measurement report between NG-RAN nodes.
Considering the ML model and AI measurements for various use cases may be huge, while SCTP has the benefits to guarantee the robustness and reliability,  it also supports data fragmentation, the AI data transmission via control plane seems a reasonable way.
Proposal3: The Xn Interface should be enhanced to support the above functions in order to support AI.

The corresponding TP for TR can be seen in the Annex.
3. Conclusion

It is proposed to approve the following proposals:

Proposal1: Taking the above AI Framework for RAN as the baseline, and captured it in TR.

Proposal2: The AI-based RAN Architecture as shown in Figure2 should be captured in TR.

Proposal3: The Xn Interface should be enhanced to support the above functions in order to support AI.
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5. TP for TR
X.1 AI framework

The high level AI framework for RAN is shown as below:
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                                                           Figure X.1-1:  AI framework for RAN
There are four functional components:

Data Collection: The data collected from RAN elements, e.g., UE, NG-RAN node, CU/DU, CU-CP/CU-UP, which needed for training the ML model and needed as input for the ML model for inference.
Model Training: ML models include supervised learning, unsupervised learning, reinforcement learning, deep neural network, and appropriate ML model has to be chosen according to various use cases.
Model Inference: Executing the trained ML model with corresponding inference data, the output is the input for taking a decision for an action.
Action: Performing the actions based on the outputs of the inference model.
After the action has been performed, the network performance feedback (still, the data collection from RAN elements) is needed, which can be used to retrain or update the ML model. The retained or updated ML model needs to be deployed for ML model inference.

X.2 AI-based RAN Architecture
The AI-based RAN Architecture is shown as below (take non-split RAN architecture as an example):

. 
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                                                            Figure X.2-1:  AI-based RAN Architecture
The AI Entity above includes at least one functional component as described in Section 2.1.

For example, Data Collection and Action are usually should be located in NG-RAN node for those use cases identified for RAN optimization. While Model Training and Model Inference can be both located in a single place, e.g. OAM system or NG-RAN node, or Model Training is located in the OAM system, and Model Inference is located in the NG-RAN node. 

X.3 AI-based Xn interface
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                                                                     Figure X.3-1:  AI-based Xn interface

The Xn Interface should be enhanced to support the following functions in order to support AI:

The Xn-C interface supports the following functions:

-
AI Function Management: This function enables the AI function(s) start/stop between the NG-RAN nodes, if the AI function(s) supported by both nodes.
-     AI Model Management: This function enables one NG-RAN node to retrieve the ML model from the peer NG-RAN node. With this function, the updated ML model can be synchronized between NG-RAN nodes.
-     AI Measurement Management: This function allows AI measurement report between NG-RAN nodes.
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