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1. Introduction
In last meeting, the scenarios were briefly discussed on topological redundancy. The open issues are necessary to solve. This paper is to investigate them and the solutions are also provided. 

2. Discussion
In last RAN3 meeting, the following agreements have been achieved on redundancy: 
· Analyse Scenario 1 and Scenario 2 for inter-Donor Topology Redundancy, with the principle that an IAB-DU only have F1 interface with one Donor-CU:
~ Scenario 1: the IAB is multi-connected with 2 Donors. 
~ Scenario 2: the IAB’s parent/ancestor node is multi-connected with 2 Donors. 



Fig. 1. IAB topology with two redundant paths for IAB node (two CUs case)

For supporting the scenarios above, several issues exist: 
· Which of the two donor-CUs configures BAP addresses, routing IDs?
· Which of the two donor-CUs assigns TNL address for F1 setup between IAB node and CU? 
· Who determines the degree of load balancing between both IAB-donors?

Issue 1: Which of the two donor-CUs configures BAP addresses, routing IDs?

On this issue, if the following is assumed, i.e., dual-connectivity architecture for the two donor CUs, one example is shown in Fig.1.  
· Support for dual-connectivity scenarios defined by RAN2/RAN3 in the context of topology redundancy for improved robustness and load balancing.
So at first the IAB node is single connected with the donor CU1, BAP addresses and Path ID for this path were allocated by donor CU1. If the second path should be added, i.e., to perform dual connectivity for this IAB node with donor CU2, BAP address coordination is necessary between the two donor CUs. 
The simple solution can be donor CU1 notifies donor CU2 the BAP address that IAB node is currently using, which can be checked by donor CU2 on whether there is some conflict with the BAP address that it has allocated to other IAB node served by it. If no conflict happens, this BAP address can be used for this dual connected IAB node. The Path ID should be allocated by donor CU2 for the SCG link. 
If the conflict happens, other solution should be considered to solve the issue. For example, on top of the simple solution above, a candidate pool of BAP addresses can be sent to the donor CU2 together with the BAP address that IAB node is using when it is single connected. In this way, donor CU2 may select another one from the candidate list in case conflict happens. This one should also be sent back to IAB donor CU1 so that the configuration modification is performed. 
Proposal 1): BAP address coordination is necessary between the two donor CUs for supporting topological redundancy for IAB node. The solutions described above can be considered. 

Issue 2: Which of the two donor-CUs assigns TNL address for F1 setup between IAB node and CU?

This issue is similar with the first issue above. We can also assume dual-connectivity architecture for the two donor CUs, as shown in Fig.1.  
First in case of dual connectivity based two donor CU redundancy architecture for IAB node, a simple assumption is that IAB-DU can only setup F1-C with Master CU (i.e., Donor-CU1 in Fig. 1), which will make the issues be simply solved. 
Proposal 2): IAB-DU can only setup F1-C with Master CU (i.e., Donor-CU1 in Fig. 1) in dual connectivity based redundancy scenarios.  
With the assumption above, at first the IAB node is single connected with the donor CU1, TNL addresses for F1 setup in this path were allocated by donor CU1. If the second path should be added, i.e., to perform dual connectivity for this IAB node with donor CU2. Compared with BAP address, the possibility of conflict on TNL address assignment is lower. 
But still it is necessary that donor CU1 needs to notify donor CU2 the TNL address that IAB node is currently using. First it can be checked by donor CU2 on whether there is some conflict with the TNL address that it has allocated to other IAB node served by it. 
On the other hand, donor CU2/donor DU2 should not allocate another one for this IAB node since only one F1-C connection can be setup for this IAB node. RRC procedure to configure to IAB MT should also be enhanced to let IAB MT know the situation. 

Proposal 3): Master donor-CU assigns TNL address for F1 setup between IAB node and CU. Xn and RRC procedure should be enhanced to support it. 

Issue 3: which node determines the degree of load balancing between both IAB-donors?

This issue can be simplified if we also assume dual-connectivity architecture for the two donor CUs, as shown in Fig.1. The degree means amount of traffics including all the UEs. For a specific UE, it means the bearers/flows to be offloaded to another CU. Thus, it would be straightforward to let Master CU to decide the degree of load balancing/offloading between the IAB-donors. 
Proposal 4): Master donor-CU determines the degree of load balancing between both IAB-donors. 

3. Conclusion
In this contribution, the open issues on topological redundancy for IAB were investigated. The following proposals are suggested to RAN3:
Proposal 1): BAP address coordination is necessary between the two donor CUs for supporting topological redundancy for IAB node. The solutions described above can be considered. 
Proposal 2): IAB-DU can only setup F1-C with Master CU (i.e., Donor-CU1 in Fig. 1) in dual connectivity based redundancy scenarios.  
Proposal 3): Master donor-CU assigns TNL address for F1 setup between IAB node and CU. Xn and RRC procedure should be enhanced to support it. 
Proposal 4): Master donor-CU determines the degree of load balancing between both IAB-donors. 
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