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Introduction
This paper discusses inter-CU migration mechanisms to use for migrating an IAB-node, and/or its descendant IAB nodes and served UEs to another IAB-donor-CU. There are different options for how to implement inter-CU migration with respect to UE context and traffic handling, which can have impacts on design complexity, network signalling load and service continuity.
Topology adaptation versus mobility
The Rel17 IAB WID calls for solutions for load balancing by means of inter-CU topology adaptation. It is important to note that topology adaptation and mobility are two different concepts, where IAB node mobility is outside the scope of Rel-17 WI. There are at least two main differences between mobility and topology adaptation. First, in mobility, the reconfiguration procedure for handover is time-sensitive, which means that if the procedure is not completed rather quickly, the UE could lose the connection to the network. Conversely, for topology adaptation, reconfigurations are not time critical. Topology adaptation should be commonly seen/used as a mechanism for keeping the network stable by monitoring the network status and then adjusting the topology gradually in a non-time-critical manner. Short-term traffic peaks are not meant to trigger topology adaptations – these occurrences are rather temporary and can be addressed by congestion mitigation mechanisms.
The second difference between topology adaptation and mobility is that:
· In mobility, if an inter-donor CU migration is needed, the connection with the first/source donor CU is typically released after establishing the connection with the second/target node. 
· For topology adaptation, the goal is to offload traffic, resulting only a fraction of the traffic served by a migrating IAB node will be moved during peak hours, for instance. Consequently, a part of the traffic served by such migrating IAB node will still be carried over the first/source donor, and the remainder over the second/target donor. In addition, since the network nodes do not move, the reconfigurations will always affect a few relevant IAB-nodes and UEs.
Observation 1: Unlike mobility, inter-CU migration (i.e. topology adaptation) is not time critical.
Observation 2:  For the top-level IAB node subject to load balancing, only a fraction of its traversing traffic will be offloaded to the new/target CU. In order to continue serving the descendant nodes and UEs whose traffic is not offloaded, the top-level node will typically maintain the connection to the first/source CU.
Even though in most cases only a portion of the overall traffic served by a migrating IAB node needs to be offloaded, it is important, from a network design point of view, that topology adaptation in IAB networks does not result in a considerable amount of signalling and reconfigurations, as this may lead to traffic interruptions, buffering, delays, retransmissions, and, in extreme cases, packet losses. Thus, inter-CU migration (for load balancing) should incur minimum possible signalling or, at the very least, it should be possible to distribute the reconfiguration signalling load over a relatively long period.
Observation 3: From a network design perspective, inter-CU migration solutions should avoid massive simultaneous reconfigurations.
Topology adaptation will also handle error cases, such as radio link failures. For wide-area IAB networks, proper and robust network planning and deployment should be considered as the primary mechanism to avoid radio link failures, and making radio link failures very rare events. However, this might not be the same for other types of IAB-nodes that are not under operator control and/or deployed in an uncoordinated/unplanned manner. For such IAB-nodes, failure cases may be more common, and solutions could be customized exclusively for them. 
Proposal 1: RAN3 considers load balancing of some of the traffic served by an IAB node, as the primary use case of the Rel17 inter-CU migration.
The approaches for inter-CU topology adaptation
Approach 1: The “classic” handover case
In this case, an IAB node (herein referred to as the top-level IAB node) and a number of its directly and indirectly served IAB nodes and UEs are “completely” migrated to a different donor gNB or to a parent IAB node served by a different donor gNB. This means that 100% of the traffic carried over that node is moved to another donor. The “completely” above means that the RRC/F1AP connections with the old/source donor are removed as soon as (or soon after) the connection(s) to the new/target donor are established, similar to the legacy handover for UEs. This is exemplified in Figure 1. 
Observation 4: Executing a “complete” handover on a top-level node and its descendant nodes and UEs means that 100% of the traffic carried over that node is moved to another donor. This scenario is not very likely to happen, since load balancing typically operates at fine granularity on a device level. 
The “complete” handover is more suitable for failure cases or mobility use cases than for a load balancing scenario, since the mobility/RLF inherently prohibits long-term simultaneous connections to the source and target. Therefore, this is not a reasonable approach for network-controlled topology adaptation, which, as argued above, is triggered by decisions based on monitoring over a certain period of time, where the goal is to keep the network stable and traffic load balanced.
This scenario also imposes several challenges. As explained earlier, since the gNB-donor is changed, all the nodes in the network including IABs and UEs will have to be reconfigured:
· First, the security keys will necessarily need to be changed;
· Second, the target donor gNB may support different features than the source gNB. 
This may result in that the network will need to:
· For each migrating UE and IAB node, assess their capabilities and the corresponding current configurations:
· Perform access control for all these IAB nodes and UEs;
· Perform reconfiguration of the accepted IAB nodes and UEs, if applicable. 
Even if the network performs some parallel processes and reconfigurations, it is not realistic to expect that the network will parallelize all computational processes and reconfigure all the IABs and UEs at the same time. Processing and reconfigurations will take time, especially if there are hundreds or thousands of devices under the IAB nodes and its child nodes and will incur huge signalling overhead within the network and between the network and the UEs/IAB nodes. 
Observation 5: It will be challenging for a network to execute, in parallel, the handover and reconfigurations of many migrating IAB nodes and served UEs.
Since this is not the typical topology adaptation use case, the “complete” migration of the top -level IAB node and all IAB nodes and UEs under it should be de-prioritized among the approaches for inter-donor migration. Nevertheless, if RAN3 decides to support this approach, the solutions should focus on ways to limit the impact to as few nodes as possible and to avoid a massive number of reconfigurations.
Proposal 2: RAN3 to de-prioritize the “classic” approach for inter-donor migration, where the migrating IAB nodes and UEs are completely handed over to the target concurrently, and the connections to the source are torn down.
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Figure 1: Example of classic case for inter-CU migration – all RRC and F1 connections are migrated to the second donor
Approach 2: Gradual and partial inter-donor migration
As argued above, in a controlled topology adaptation, a part of the traffic may be offloaded gradually to a second node. This implies that a connection between the top-level node and the second donor is created and then, reconfigurations are performed gradually, in a controlled manner, where part of the traffic traversing the top-level node is offloaded to the new donor. This means that the connection to both the first and the second donor are maintained, while either of them may be released later. Nevertheless, considering that topology adaption will be mainly for load balancing, it is likely that, when the load in the network becomes normal again, the connections are moved back to first donor, and the connections to the second donor would be released.
This approach has at least two flavours, as shown in Figure 2 and Figure 3. In Figure 2, Donor 1 requests the Donor 2 to establish a connection towards top-level node IAB_TL.  A new connection is then established towards IAB_TL (in addition to the existing one towards Donor 1), meaning that the node will have to support two protocol stacks for certain time. Then, part of the traffic served by top-level node can be gradually offloaded to Donor 2, in order to avoid the signalling storm. Namely, the top-level node uses its connection to Donor 2 to migrate some of its child nodes and their UEs, after which some of the next-level IAB nodes are migrated and so on. Such an approach allows to avoid a signalling storm and also from the UP perspective, it allows an IAB node to deliver remaining UP packets intended for a given child node, before migrating the next-level nodes. 
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[bookmark: _Ref47441721]Figure 2: Top-level IAB node maintains connections to both donors
Another option is shown in Figure 3: Donor 1 requests the Donor 2 to establish a connection towards top-level IAB_TL in a “tunnel” mode, where Donor 2 acts as a proxy for traffic between the Donor 1 and some of the IAB nodes and UEs under IAB-TL (some of the traffic would still go directly between the IAB_TL and Donor 1). In other words, the F1/RRC connections of UEs and IAB nodes remain at Donor 1, but a new tunnel connection is then established towards IAB_TL and part of the traffic can then be routed through CU_2. The motivation for this approach is to offload the Uu interface of the IAB_TL in the Donor 1, but to avoid reconfiguration on its descendant nodes and UEs. With this type of configuration, the MT and UE context (e.g. PDCP) of devices under IAB_TL remain in the Donor 1. 
Finally, the following further steps can be considered:
· When/if the load at Donor 1 or the load at Uu of the IAB_TL sufficiently decreases, the traffic could be again routed directly to Donor 1. 
· When/if the load at Donor 1 increases further, the Donor 2 could take over the F1/RRC connections, instead of acting as a proxy for them. In other words, the setup from Figure 3 could transit into the setup in Figure 2.
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Figure 3: Top-level IAB node maintains connections to both donors, second donor proxies the traffic to/from first donor
Based on the above, we propose the following:
Proposal 3: RAN3 to study inter-donor migration mechanisms where the connection to the source donor is maintained.
Proposal 4: RAN3 to study inter-node migration mechanisms where the IAB nodes and UEs that need to be migrated are gradually migrated to the target CU, in order to avoid a signalling storm.
Conclusion
This paper discusses the scenario for inter-CU IAB node migration. Two options are discussed. The following is observed: 
Observation 1: Unlike mobility, inter-CU migration (i.e. topology adaptation) is not time critical.
Observation 2:  For the top-level IAB node subject to load balancing, only a fraction of its traversing traffic will be offloaded to the new/target CU. In order to continue serving the descendant nodes and UEs whose traffic is not offloaded, the top-level node will typically maintain the connection to the first/source CU.
Observation 3: From a network design perspective, inter-CU migration solutions should avoid massive simultaneous reconfigurations.
Observation 4: Executing a “complete” handover on a top-level node and its descendant nodes and UEs means that 100% of the traffic carried over that node is moved to another donor. This scenario is not very likely to happen, since load balancing typically operates at fine granularity on a device level. 
Observation 5: It will be challenging for a network to execute, in parallel, the handover and reconfigurations of many migrating IAB nodes and served UEs.
Based on the observations, the following is proposed:
Proposal 1: RAN3 considers load balancing of some of the traffic served by an IAB node, as the primary use case of the Rel17 inter-CU migration.
Proposal 2: RAN3 to de-prioritize the “classic” approach for inter-donor migration, where the migrating IAB nodes and UEs are completely handed over to the target concurrently, and the connections to the source are torn down.
Proposal 3: RAN3 to study inter-donor migration mechanisms where the connection to the source donor is maintained.
Proposal 4: RAN3 to study inter-node migration mechanisms where the IAB nodes and UEs that need to be migrated are gradually migrated to the target CU, in order to avoid a signalling storm.
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