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Introduction

The study on Enhancement of RAN slicing has been agreed at RAN#88 in [3] with the following objectives:
The study item aims to investigate enhancement on RAN support of network slicing. Detailed objectives of the study item are:
1. Study mechanisms to enable UE fast access to the cell supporting the intended slice, including [RAN2]

a. Slice based cell reselection under network control
b. Slice based RACH configuration or access barring
 Note: whether the existing mechanism can meet this scenario or requirement can be studied.

2. Study necessity and mechanisms to support service continuity, including [RAN3]

a. For intra-RAT handover service interruption, e.g. target gNB doesn’t support the UE’s ongoing slice, study slice re-mapping, fallback, and data forwarding procedures. Coordination with SA2 is needed. 
Note: This study item should take SA2 output on slicing enhancement into consideration if RAN impacts are identified.

Note: The use of RAN slicing in given cells shall not prevent from accessibility for Rel-15 and Rel-16 UEs.

This paper provides high level principles for a RAN-based Re-mapping solution to ensure service continuity in case of an intra-RAT mobility where the target gNB doesn’t support the UE’s ongoing slices.
Background
Network slicing is a key 5G feature to provide customized communication services. Some of those customized services could also be deployed only in a limited coverage area as requested by the network slice tenant, for example, an industrial complex, enterprise campus, commercial area, etc. For such network slices, the network operator has to map the geographical coverage requirements of the network slice tenant to an equivalent radio coverage deployment for ubiquitous slice coverage.

Figure 1 below shows an example deployment scenario of a network slice with limited coverage requirements. Here, Slice A is only supported in Cell 1 and Cell 3, whereas the Slice MNO is supported in all three cells to ensure some basic connectivity by the operator. 
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Figure 1: Example deployment for a Network Slice with limited coverage requirements
As per Release 15 architecture, a service is carried over one or more QoS flows over a PDU session and a PDU session belongs to one slice. The paradigm of mobility with slices in Release 15 is that if the slice is not supported by the target gNB, then the PDU session is released. This is described in TS 38.300 section 16.3.4.5:
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Figure 16.3.4.5-2: Xn based mobility across different Registration Areas [TS 38.300]
As a result, the service is interrupted. The UE will need to re-establish the PDU session later when moving again into a registration area which supports again the slice.  
RAN Re-mapping Solution
In tdoc [2] we have proposed to organize the solutions into two categories: solutions which have impacts on the CN part of the slice, and solutions which do not impact the CN part of the slice i.e. impacting only the RAN part of the slice, denoted as “RAN-part Solutions”.

As part of these “RAN part of slice” solutions, re-mapping a slice A onto a slice B would mean that only the RAN part differs between slice A and slice B. 
We assume that re-mapping slice A to slice B would then mean that the tenant/operator accepts that the service(s) which benefitted from the RAN configuration part of slice A would as a second choice continue on the RAN configuration pat of slice B, which would presumably be less preferred i.e. in a kind of “degraded” mode. This “degraded” support would be regarded as still better than releasing completely the PDU session as of today. 
Principle 1: a RAN re-mapped slice is defined as a slice which supports the same service with a different RAN configuration part which is less preferred but acceptable for the tenant/operator.

In order to not fail the PDU session at mobility into a “zone” where slice A is no longer supported, the target NG-RAN node should then be made aware if it is “allowed” to remap and since this should have been validated by the tenant /operator and it is assumed that the target NG-RAN node would need to be configured in advance with the fact that slice A can be re-mapped to slice B. 

Principle 2: RAN nodes are configured with re-mapping tables e.g. slice A can be re-mapped to slice B.

After the handover, 5GC will be notified of the new slice for the PDU session in the Path Switch request/Handover request acknowledge. It is assumed that SMF would therefore also need to be configured with the acceptable re-mapping tables to not fall into error. Besides, the SMF could itself notify other CN functions for e.g. charging reasons. How 5GC functions are configured is FFS.
Principle 3: SMF is also aware of re-mapping tables. How it is made aware is FFS. When notified of a re-mapping the SMF may update other CN entities like for charging (FFS). SA2 needs to be involved in this part.

Finally, as shown in figure 1, after transiting into a “degraded zone”, it is possible that the UE would move again into a “zone” where the original most preferred slice is again supported e.g. slice A. The question is then whether it should be possible to re-map in the other direction. In the example of figure 1, the UE 2 has moved from cell 1 (slice A) to cell 2 (MNO slice) and then moves to cell 3 which supports the original slice A. Assuming only the RAN part has changed when moving from cell1 to cell 2, should the RAN part of the slice return to slice A?
Principle 4: it is FFS whether return to original slice can be allowed after a re-mapping to another slice. 

Proposal 1: capture the principles of RAN re-mapping solution in the solution description.

Conclusion and Proposal

This paper has elaborated on the issue of service continuity and proposed a solution called RAN-Re-mapping solution summarized with high level principles.
Proposal 1: capture the principles of RAN Re-mapping solution in the solution description.
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6
Study necessity and mechanisms to support service continuity
6.1
Use case description

Editor Note: capture the use cases description and benefits of the use cases
6.2
Solution description

Editor Note: Capture the solutions for the use case.

6.2.1
CN-part Solutions
Editor Note: Capture the solutions which have impact on the end to end slice i.e. impacting the CN part of the slice.

6.2.2
RAN-part Solutions
Editor Note: Capture the solutions impacting only the RAN part of the slice.

6.2.2.1
RAN Re-mapping solutions
As part of the “RAN-part Solutions, re-mapping a slice A onto a slice B would mean that only the RAN part differs between slice A and slice B i.e. these slices have same CN part. 

It is assumed that re-mapping slice A to slice B would then mean that the tenant/operator accepts that the service which benefitted from the RAN configuration part of slice A would as a second choice continue on the RAN configuration pat of slice B, which would presumably be less preferred i.e. in a kind of “degraded” mode. This “degraded” support would be regarded as still better than releasing completely the PDU session as of today. 

Principle 1: a re-mapped slice is defined as a slice which supports the same service with a different RAN configuration part which is less preferred but acceptable for the tenant/operator.

In order to not fail the PDU session at mobility into a “zone” where slice A is no longer supported, the target NG-RAN node should be made aware if it is “allowed” to remap and since this should have been validated by the tenant /operator it is assumed that the target NG-RAN node would need to be configured in advance with the fact that slice A can be re-mapped to slice B. 

Principle 2: RAN nodes are configured with re-mapping tables e.g. slice A can be re-mapped to slice B.

After the handover, 5GC will be notified of the new slice for the PDU session in the Path Switch request/Handover request acknowledge. It is assumed that SMF would therefore also need to be configured with the acceptable re-mapping tables to not fall into error. Besides, the SMF could itself notify other CN functions for e.g. charging reasons. How 5GC functions are configured is FFS.

Principle 3: SMF is also aware of re-mapping tables. How it is made aware is FFS. When notified of a re-mapping it is FFS if SMF may update other CN entities like for charging: SA2 to be involved in this part.

Finally, as shown in figure 1 below, after transiting into a “degraded zone”, it is possible that the UE would move again into a “zone” where the original most preferred slice is again supported e.g. slice A. The question is then whether it should be possible to re-map in the other direction. In the example of figure 1, the UE 2 has moved from cell 1 (slice A) to cell 2 (MNO slice) and then moves to cell 3 which supports the original slice A. Assuming only the RAN part has changed when moving from cell1 to cell 2, should the RAN part of the slice return to slice A.

Principle 4: it is FFS whether return to original slice can be allowed after a re-mapping has taken place to another slice. 

[image: image3.emf]Cell 1

Slice A

(Slice MNO)

Cell 2

Slice MNO

(no Slice A!)

Cell 3

Slice A

(Slice MNO)

UE1

UE2

UE3


Figure 1: Example deployment for a Network Slice with limited coverage requirements
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