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1. Introduction
In the RAN plenary #88-e meeting, the agreed WID “Revised Work Item on NR Multicast and Broadcast Services” is modified and approved in RP-201038. And SA2 has already started to study MBS according to the approved WID SP-190625. 
So far, SA2 has got some progress and captured it into TR23.557. This paper mainly discuss the NG-RAN architecture enhancement based on the TR23.757.
2. Discussion
[bookmark: _GoBack]2.1.	NG-RAN architecture enhancement for support of MBS
[bookmark: _Toc31011462][bookmark: _Toc43297620][bookmark: _Toc43733317][bookmark: _Toc43733557]Seen in TR 23.757, SA2 has agreed to capture two candidate 5GC architectures, i.e., A.1 Baseline architecture 1: 5G MBS system architecture based on unicast 5GC and A.2 Baseline architecture 2: 5G MBS system architecture based on dedicated MBS Function. And SA2 agreed to merge them into one union architecture finally.


Figure A.1.1-1: 5GS enhancement for Multicast support



Figure A.2.2-1: 5GS Architecture supporting MBS
Observation: SA2 has provided two candidate 5GC architectures for support of MBS
From RAN3 point of view, we shall focus on the impact on N2 and N3 interfaces instead of other interfaces (e.g., N4, N6, and N11) and 5GC entities (e.g., MB-SMF and MB-UPF). In our view, both candidate architectures has the similar influence to RAN3.
It seems that RAN3 can start to specify required changes on the RAN architecture and interfaces based on current candidate architecture, and latter, if needed, modify changes based on the final union architecture.
Proposal 1: RAN3 shall reuse current NG-RAN architecture, focus on the enhancement of N2/N3 interfaces.

2.2.	MR-DC enhancement for support of MBS
In NG-RAN, MR-DC architecture with 5GC is already introduced. Dual connectivity function is already designed in LTE and NR, it is useful to e.g., extend the network coverage, coordinate data radio bearer overload, enhance UE mobility. The following content can be seen in the approved WID RP-201038.
Architecture: it is the one in Figure 4.1-1 in TR 23.757 v0.2.0: High level MBS architecture, with the further restriction that only NR in NG-RAN (i.e. connected to 5GC) is considered as RAT. Consequently, in addition to in NR SA, there should be no reasons preventing the use of the feature standardized in this WI in case of MR DC configurations in the MCG when the MN is a gNB (NE-DC, NR DC).
For instance, in the Fig 1, one MBS capable UE has established MR-DC, then it can receive normal service at MN and simultaneously receive MBS service at SN. 


Fig 1
Proposal 2: RAN3 shall study MR-DC enhancement for support of MBS.

2.3.	N2/N3 interface influence based on SA2 progress
2.3.1 Definition of MBS transmission mode at N3 interface and Uu interface
In this WID, at 5GC side, multicast transmission is introduced to improve N3 transmission efficiency, and SA2 will use shared tunnel instead of IP multicast in case of multicast transmission. At RAN side, PTM is also introduced to increase radio source at Uu interface.


Fig 2
However, in TR 23.757, some misleading is existed between unicast/multicast N3 transmission and PTP/PTM Uu transmission. In order to avoid the misleading, it is suggested to differentiate them as below.
Proposal 3: Define term of Unicast/Multicast mode at N3 interface and term of PTP/PTM mode at Uu interface.
· PTP mode (Point-to-point) is used to transfer MBS specific control/user plane information as well as dedicated control/user plane information between the network and one UE in RRC Connected Mode. It is used only for the multicast mode of MBS.
· PTM mode (Point-to-multipoint) is used to transfer MBS specific control/user plane information between the network and several UEs in RRC Connected or RRC Inactive or Idle Mode. It is used for broadcast/multicast mode of MBS.
· Unicast mode is used to transfer MBS data packets at N3 tunnel between the UPF and NG-RAN to individual UEs via per-UE PDU sessions.
· Multicast mode is used to transfer MBS data packets at N3 tunnel between the UPF and NG-RAN to a set of UEs via per-MBS sessions.
2.3.2 N2 interface: MBS session management 
Reference in TR23.757, SA2 is discussing MBS session management as key issue #1.
	To transfer the service data flow of multicast and broadcast communication services, MBS sessions need to be established and maintained. This key issue will study the following aspects:
-	When and how to trigger the establishment of an MBS session?
-	Which network function(s) is/are responsible for establishing and maintaining the MBS session (including interaction between 5GC and 3rd party)?
-	Which information/parameters are used to establish an MBS session (e.g., session related IDs, QoS information, broadcast service area or multicast service area, etc.)?
-	Which information is provided to the gNB when a UE joins a MBS multicast Session? How does the gNB associate the UE with the established MBS multicast session?
-	Which information/parameters can be updated for an established MBS session (e.g. QoS information, broadcast service area or multicast service area, etc.)?
-	Which network function(s) is/are responsible for determining the broadcast service area or multicast service area used for MBS sessions? How is the broadcast service area or the multicast service area determined (e.g. pre-defined, determined during an on-going MBS session, etc.)?



So far, it is not clear whether MBS session management is UE associated or non-UE associated. But this issue is belonged to SA2 scope. 
Proposal 4:  RAN3 shall wait for SA2 decision on whether MBS session management is UE associated or non-UE associated.

2.3.3 N3 interface: shared N3 tunnel configuration
In TR 23.757, the shared N3 tunnel is used instead of IP multicast in case of multicast transmission. However, some issues shall be clarified from RAN3 side.
1) Whether the shared N3 tunnel is per MBS session or per MBS QoS flow
If the shared tunnel is used for MBS QoS flow lever, since one MBS session includes more than one MBS QoS flow, whether it is allowed that within one MBS session, some MBS QoS flows are transmitted via shared tunnel but others are transmitted via unicast tunnel.


Fig 3
2) Whether the shared N3 tunnel can be existed with unicast N3 tunnel
A unicast/shared N3 tunnel is established between one UPF and one NG-RAN. For a certain MBS session, within one NG-RAN node, whether it is allowed that only one shared N3 tunnel for all UEs, or one shared N3 tunnel for some UE and anther shared N3 tunnels for other UEs, or as well as unicast N3 tunnels for other UEs.


Fig 4
3) One shared N3 tunnel is configured between UPF and one NG-RAN node for an MBS session
In our view, for an MBS session, if the shared tunnel is per MBS session instead of MBS QoS flow, and if only one shared N3 tunnel is configured within one UPF and one NG-RAN node, then it is simple. 


Fig 5
Proposal 5:  From RAN3 point of view, the shared N3 tunnel is per MBS session other than MBS QoS flow. RAN3 would like to coordinate with SA2 for this issue.
Proposal 6: From RAN3 point of view, for a certain MBS session, only one shared N3 tunnel is established between 5GC and one NG-RAN node. RAN3 would like to coordinate with SA2 for this issue. 

3. Conclusion
After the above analysis, we provide the following observations and proposals.
Observation: SA2 has provided two candidate 5GC architectures for support of MBS.
Proposal 1: RAN3 shall reuse current NG-RAN architecture, focus on the enhancement of N2/N3 interfaces.
Proposal 2: RAN3 shall study MR-DC enhancement for support of MBS.
Proposal 3: Define term of Unicast/Multicast mode at N3 interface and term of PTP/PTM mode at Uu interface.
· PTP mode (Point-to-point) is used to transfer MBS specific control/user plane information as well as dedicated control/user plane information between the network and one UE in RRC Connected Mode. It is used only for the multicast mode of MBS.
· PTM mode (Point-to-multipoint) is used to transfer MBS specific control/user plane information between the network and several UEs in RRC Connected or RRC Inactive or Idle Mode. It is used for broadcast/multicast mode of MBS.
· Unicast mode is used to transfer MBS data packets at N3 tunnel between the UPF and NG-RAN to individual UEs via per-UE PDU sessions.
· Multicast mode is used to transfer MBS data packets at N3 tunnel between the UPF and NG-RAN to a set of UEs via per-MBS sessions.
Proposal 4:  RAN3 shall wait for SA2 decision on whether MBS session management is UE associated or non-UE associated.
Proposal 5:  From RAN3 point of view, the shared N3 tunnel is per MBS session other than MBS QoS flow. RAN3 would like to coordinate with SA2 for this issue.
Proposal 6: From RAN3 point of view, for a certain MBS session, only one shared N3 tunnel is established between 5GC and one NG-RAN node. RAN3 would like to coordinate with SA2 for this issue. 
For the proposal 3, 5 and 6, it is suggested to send LS (R3-204650) to SA2 for confirmation.
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