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Introduction
In RAN3#105bis meeting, the following three options are provided to support the RAN sharing scenarios [1]. 
	-	Model 1: a logical cell (cell ID) may support any mixture of SNPN, PNI-NPN, or PLMN.
-	Model 2: a logical cell (cell ID) can support one access mode only (i.e. PLMN, PNI-NPN or SNPN). In each case, the cell can be shared (e.g. by multiple PLMNs or multiple SNPNs) in MOCN fashion.
-	Model 3: a logical cell (cell ID) can support one access mode only, and in addition, in the case of SNPN, there is a single SNPN per logical cell.



In this contribution, we will discuss the possible impacts of the two options on RAN3.
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2.1 [bookmark: _Toc423019661][bookmark: _Toc423019946][bookmark: _Toc423020275][bookmark: _Toc423020292][bookmark: _Toc423020300]Options to support RS between public PLMN and NPN 
For mode 3 above, for NPN, a logical cell will broadcast only one NPN ID in SIB1. Though it could work, it is limited to a single SNPN per logical cell. Also in the summary [1], it is valid scearnio for a logical cell to support multiple SNPNs. 
· Assumption: there is no reason not to assume that if the public operator provides SNPN, SNPNs may share logical cell (i.e. the scenario of multiple SNPNs per logical cell seems valid).
Proposal1: Option 3 can be excluded since it is a very restricted design.  

For mode 1 and mode 2, this may be much related to the SIB1 design in RAN2. According to RAN2#107 agreements, there will be at most 12 network identifiers indicated in SIB1 if “mixed” network sharing is allowed.
If “mixed” network sharing is allowed (i.e. a cell can contain both PLMNs and NPNs), the total number of networks indicated in SIB1 (i.e. #PLMN + #SNPN + #PNI-NPN) shall not exceed 12.
Currently, there is one on-going RAN2 email discussion to work on detailed SIB1 design. To support different mixed network sharing for public, SNPN and CAG networks, it is preferred to introduce a separate new Rel-16 NPN information out of the Rel-15 IE plmn-IdentityList.
The possible SIB1 design is quoted below from RAN2 email discussion [2].

NPN-IdentityInfoList ::=               SEQUENCE (SIZE (1..maxNPN)) OF NPN-IdentityInfo


NPN-IdentityInfo ::=                   SEQUENCE {
    npn-IdentityList                       SEQUENCE (SIZE (1..maxNPN)) OF NPN-Identity,
    trackingAreaCode                       TrackingAreaCode,
    ranac                                  RAN-AreaCode                                                OPTIONAL,       -- Need R
    cellIdentity                           CellIdentity,
    cellReservedForOperatorUse             ENUMERATED {reserved, notReserved},
    ...


NPN-Identity ::=                        CHOICE {
    pni-npn                                SEQUENCE {
        plmn-Identity                          PLMN-Identity,
        cag-IdentityList                      SEQUENCE (SIZE (1..maxNPN)) OF CAG-Identity
    },
    snpn                                   SEQUENCE {
        plmn-Identity                          PLMN-Identity,
        nid-List                               SEQUENCE (SIZE (1..maxNPN)) OF NID
    } 
}

CAG-Identity ::=                        BIT STRING (SIZE (32))

NID ::=                                 BIT STRING (SIZE (52))


For mode 1, the single logical cell can support SNPN and CAG cell simultaneously.  Generally this mode 1 is possible if one PLMN operator deploys both SNPN and CAG cell together. For example, as captured in the TS 23. 501.
· Alternatively, a PLMN operator can use its own PLMN IDs for SNPN(s) along with NID(s). 
Meanwhile, this mode 1 may complicate the interface design in case of RAN sharing case. For example, over Xn, one interface instance may be used for this logical cell. And over NG, the interface instance is setup between the NG-RAN and a single AMF. Opertors input may be needed. 
Further, the single cell can support both PLMN and PNI-NPN networks simultaneously. This can be supported and cleary specified in our specification. In addition, as discussed in TS 23. 501, the one PLMN operator deploys multiple SNPNs. Thus an NG-RAN node and an AMF exchange information with the appropriate one or more S-NPN IDs. 
· Alternatively, a PLMN operator can use its own PLMN IDs for SNPN(s) along with NID(s). 

Proposal2: RAN can further discuss the mode 1 and mode 2 RAN sharing, and their potential impacts.

2.2 Impact on Xn interface
In RAN3#104 meeting, in case of network sharing with multiple cell IDs broadcast in SIB1, the Interface Instance Indication mechanism was introduced to identify different Xn-C messages which share the Xn-C signalling transport resources. Each NG-RAN node serving a cell identified a Cell Identity associated with a subset of PLMNs can be connected to another NG-RAN node via a single Xn-C interface instance identified by the Interface Instance Indication IE. Each non-UE associated signalling is associated to an Xn-C interface instance by including an Interface Instance Indication in the XnAP message. For node related, non-UE associated Xn-C interface signalling, it may provide information destined for multiple logical nodes in a single XnAP procedure instance once the Xn-C interface instance is setup.
As stated in the previous sections, RAN3 will support mixed cell(s) to simultaneously support access of public, SNPN and CAG.  As showed in above all solutions for the designs of SIB1, there will be one TAC and one cell Identity for each subset of SNPN(s) or CAG ID(s) within a subset of PLMNs. Accordingly, if the Interface Instance Indication is applied, it will correspond to a Cell Identity associated with a subset of PLMNs, or a subset of PLMNs and NPNs in case of one cell sharing with public and NPN networks.
Proposal3: For NPN, the Interface Instance Indication can be related to a Cell Identify associated with a subset of PLMNs and NPNs in case of RAN sharing between public and NPN networks.
Conclusion
In this contribution, we discussed the possible impact of all RAN sharing scenarios for NPN. We have the following proposals. 
       Proposal1: Option 3 can be excluded since it is a very restricted design.  
[bookmark: _GoBack]Proposal2: RAN can further discuss the mode 1 and mode 2 RAN sharing, and their potential impacts.
Proposal3: For NPN, the Interface Instance Indication can be related to a Cell Identify associated with a subset of PLMNs and NPNs in case of RAN sharing between public and NPN networks.
The CR to stage 2 specifications are provided. 
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[bookmark: _Toc12623193]4.6	Radio Access Network Sharing
NG-RAN supports radio access network sharing as defined in TS 23.501 [3].
If NR access is shared, system information broadcast in a shared cell indicates a TAC and a Cell Identity for each subset of PLMNs, or each subset of NPNs, or a combination of PLMNs and NPNs (up to 12). NR access provides only one TAC and one Cell Identity per cell per PLMN, or per NPN.
Each Cell Identity associated with a subset of PLMNs, or a subset of NPNs or a combination of PLMNs and NPNs identifies its serving NG-RAN node.

Start of the next change

16.x	Stand-Alone NPN
16.x.x1	Self-Configuration of S-NPN functions
Self-configuration of NG interface builds on existing functionality including functions described in section 15. An NG-RAN node and an AMF exchange information to associate an NG interface instance with the appropriate S-NPN ID.

Self-configuration of Xn interface builds on existing functionality including functions described in section 15. NG-RAN nodes exchange information to associate an Xn interface instance with the appropriate S-NPN ID(s).


16.y	Public Network Integrated NPN
16.y.y1	Self-Configuration of PNI NPN functions
Self-configuration of NG interface builds on existing functionality including functions described in section 15.
Editor’s note: Exchange of list of CAG ID(s) over NG is FFS.
Self-configuration of Xn interface builds on existing functionality including functions described in section 15.
Each NG-RAN node informs the connected neighbour NG-RAN nodes of the list of supported CAG ID(s) per cell in the appropriate Xn interface management procedures.
Start of the next change
[bookmark: _Toc20388092][bookmark: _Hlk5843856]Annex E:
NG-RAN Architecture for Radio Access Network Sharing with multiple cell ID broadcast (informative)
Each NG-RAN node serving a cell identified by a Cell Identity associated with a subset of PLMNs, or a subset of PLMNs or a combination of PLMNs and NPNs is connected to another NG-RAN node via a single Xn-C interface instance.
Each Xn-C interface instance is setup and removed individually.
Xn-C interface instances terminating at NG-RAN nodes which share the same physical radio resources may share the same signalling transport resources. If this option is applied, 
[bookmark: _Hlk7738416]-	non-UE associated signalling is associated to an Xn-C interface instance by including an Interface Instance Indication in the XnAP message.
[bookmark: _Hlk7738594][bookmark: _Hlk7738618]-	node related, non-UE associated Xn-C interface signalling may provide information destined for multiple logical nodes in a single XnAP procedure instance once the Xn-C interface instance is setup.
[bookmark: _Hlk7738633][bookmark: _Hlk8864268]NOTE 1:	If the Interface Instance Indication corresponds to more than one interface instance, the respective XnAP message carries information destined for multiple logical nodes.
[bookmark: _Hlk7738675][bookmark: _Hlk7763972]-	a UE associated signalling connection is associated to an Xn-C interface instance by allocating values for the corresponding NG-RAN node UE XnAP IDs so that they can be mapped to that Xn-C interface instance.
[bookmark: _Hlk7797469]NOTE 2:	One possible implementation is to partition the value ranges of the NG-RAN node UE XnAP IDs and associate each value range with an Xn-C interface instance.
End of the last change
 
