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Discussion
The SID for the Study on Enhancement for Disaggregated gNB Architecture (RP-191481) is largely focused on potential improvements to flow control for the split gNB architecture. This paper discusses an enhancement for the use of DBS in flow control.
Flow control and desired buffer size
Per definition, flow control refers to measures taken by the communicating entities in order to avoid congestion, while, at the same time, “keeping the pipe filled” i.e. avoiding the depletion of buffers and thus enabling efficient use of resources.
The desired buffer size (DBS) concept defined in TS 38.425 is one of the main constituents of NR flow control. The clause 5.4.2.1 of TS 38.425 states the following:
If the value of the desired buffer size in b) above is greater than 0, the hosting node may send up to this amount of data per bearer starting from the last "Highest successfully delivered NR PDCP Sequence Number" for RLC AM, or the hosting node may send up to this amount of data per bearer starting from the last "Highest transmitted NR PDCP Sequence Number" for RLC UM.
According to the above text, the amount of data per bearer that the node hosting the PDCP entity (herein referred to as the CU) may send to the corresponding node (herein referred to as the DU) is upper-bounded by DBS. In the remainder this is referred to as the “DBS limitation”. 
Observation 1: As of today, the amount of data per bearer that the node hosting the PDCP entity may send to the corresponding node is upper-bounded by DBS.
[bookmark: _Hlk16696239]Typically, packets sent between the CU and DU over the transport network (TN) traverse a number of routers, where it is not guaranteed that the PDUs will enter and leave the router DSP in the same order. On top of that, there may be link sharing in one DSP. Consequently, typical CU-DU TN delays may be up to several tens of milliseconds. Such large delays may lead to a discontinuity of the packet arrivals at the DU, meaning that the DU buffer may often be empty because the packets transmitted by the CU will spend significant amount of time traversing the TN. As explained above, the task of flow control is not only to prevent congestion from occurring, but also to “keep the pipe filled”. 
Observation 2: The TN delays between the node hosting the PDCP entity and the corresponding node may cause discontinuity in the flow of packet arrivals at the corresponding node, meaning that the corresponding node buffer may often be empty because the packets transmitted by the node hosting the PDCP entity will spend significant amount of time traversing the TN.
One way to counteract this could be to allow the CU to compensate for the TN delay by sending more data than requested in the DBS. It is important to note that the DU typically does not estimate the TN delay, and that the resources allocated to bearers are typically semi-static, meaning that the DU has no means of adjusting the DBS in order to compensate for the TN delay.
Having in mind the above, we propose to enable TN delay compensation by allowing the CU to send additional amount of data to compensate for link delays. This could be implemented into TS 38.425 as follows:
If the value of the desired buffer size in b) above is greater than 0, the hosting node may send up to this amount of data per bearer starting from the last "Highest successfully delivered NR PDCP Sequence Number" for RLC AM, or the hosting node may send up to this amount of data per bearer starting from the last "Highest transmitted NR PDCP Sequence Number" for RLC UM. The hosting node may send additional amount of data to compensate for link delays.
Proposal: RAN3 to agree that the node hosting the PDCP entity may be allowed to send more data than stated in the DBS value, in order to compensate for link delays.
Conclusion
In this paper we discussed the modification in how the DBS is used. The following observations were made:
Observation 1: As of today, the amount of data per bearer that the node hosting the PDCP entity may send to the corresponding node is upper-bounded by DBS.
Observation 2: The TN delays between the node hosting the PDCP entity and the corresponding node may cause discontinuity in the flow of packet arrivals at the corresponding node, meaning that the corresponding node buffer may often be empty because the packets transmitted by the node hosting the PDCP entity will spend significant amount of time traversing the TN.
Based on the observations, the following is proposed:
Proposal: RAN3 to agree that the node hosting the PDCP entity may be allowed to send more data than stated in the DBS value, in order to compensate for link delays.
Annex: pCR to TR 38.823
-------------------------------------------Change 1-------------------------------------------
[bookmark: _Toc20752809]5.1.x	Scenario x
Per definition, flow control refers to measures taken by the communicating entities in order to avoid congestion, while avoiding the depletion of buffers and thus enabling efficient use of resources. Typical delays on transport links between the node hosting the PDCP entity and the corresponding node may be up to several tens of milliseconds. Such large delays may lead to a discontinuity of packet arrivals at the corresponding node, meaning that the corresponding node buffer may often be empty because the packets transmitted by the node hosting the PDCP entity will spend significant amount of time traversing the transport network.
-------------------------------------------Change 2-------------------------------------------
5.2.x	Solution for Scenario x
According to TS 38.425, the amount of data per bearer that the node hosting the PDCP entity send to the corresponding node is upper-bounded by desired buffer size. In order to address the problem in Scenario x and compensate for transport network delay, it is necessary to allow the node hosting the PDCP entity to send additional amount of data on top of desired buffer size. This could be accommodated by introducing the following statement in clause 5.4.2.1 of TS 38.425: “The hosting node may send additional amount of data to compensate for link delays.”

-------------------------------------------End of changes-------------------------------------------
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