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Introduction
The PDCP duplication topic has been discussed for several meetings and a few agreements have been achieved; however, the topic on PDCP duplication with more than 2 legs has still not been discussed until any potential progress made by RAN2.
This contribution provides some considerations on PDCP duplication with more than 2 legs, especially in DL.
Discussion
Based on the current progress of RAN3 and RAN2, a PDCP entity could be configured with up to 4 RLC entities in scenarios with NR CA and NR only DC+CA. For DC+CA case, it is natural that the node hosting PDCP makes the final decision on which RLC entities to be activated, with the help of activation suggestions from the corresponding node; otherwise the resource inefficiency may occur, assuming the corresponding node could make activation decision autonomously, while in fact turns out to be unnecessary to activate additional legs.
Proposal 1: The hosting node makes the decision on which RLC entities to be activated.
To make a step further, there’s still discussion on how many TNL tunnels should be setup for the case when 4 RLC entities are configured. And two options are described as suggested by [1],
- Option 1: Up to four tunnels. The receiving node sets up the correspondingly RLC entities according to the tunnel number;
- Option 2: Only Two tunnels. The receiving node sets up the RLC entities based on explicit indication, and determines the activated RLC entities.
In our opinion, Option2 may save some standardized work, since the current Xn/F1 specs [2] [3] have already supported to setup up to two tunnels for each node, but it is somewhat inconsistent with the original design logic for the number of TNL tunnels for PDCP duplication. More specifically, Option2 implies that there’s not a one-to-one mapping between the number of TNL tunnels and the number of RLC entities, and there’s possibility that the corresponding node makes further packet duplication for the intended RLC entities. Therefore, Option1 is more suitable to the current design logic.
Proposal 2: Up to four tunnels should be supported on Xn/F1 specs to cover all scenarios with NR CA and NR only DC+CA.
To help the hosting node to identify which RLC entity can be used for packet transmission in DL considering the current channel condition, it is necessary for the corresponding node to provide assistance information on at least DL radio quality to the hosting node. Such mechanism has been specified on the Xn-U interface; while still unspecified for F1 interface. Therefore, it is proposed to introduce the assistance information from gNB-DU to gNB-CU to the F1 interface, and the user plane solution is preferred in order to be consistent with the one on the Xn interface.
Proposal 3: RAN3 is kindly asked to introduce the assistance information from gNB-DU to gNB-CU to help gNB-CU identify and decide which RLC entity can be used for packet transmission.
Proposal
The paper discusses the potential problems on PDCP duplication with more than 2 legs, and proposals are listed as below,
Proposal 1: The hosting node makes the decision on which RLC entities to be activated.
Proposal 2: Up to four tunnels should be supported on Xn/F1 specs to cover all scenarios with NR CA and NR only DC+CA.
Proposal 3: RAN3 is kindly asked to introduce the assistance information from gNB-DU to gNB-CU to help gNB-CU identify and decide which RLC entity can be used for packet transmission.
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