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1. Introduction
During IAB node migration procedure, how to configure the IP address of the IAB node is still an open issue. Based on the discussions so far, it seems that companies consider that once the IAB donor DU is changed, the IP address of the migrated IAB node should be changed. The intention is to make sure that the IAB node can keep the IP routability during the migration procedure. However, the detailed design is not clearly discussed. Thus, in this contribution, we will address this issue in details. 

2. Discussions

1.1 IP address update during IAB node migration

Fig. 1 shows one example on the intra-CU/inter-DU migration. Once the IAB donor DU is changed, the IP packets towards the migrated IAB node should reach the new IAB donor DU first, and then be routed over the BH links toward it. To achieve this, one potential method is that the IP address of the migrated IAB node is changed to the one which is routable via new IAB donor DU. Taking Fig. 1 as an example, the IP address of the IAB node 3 is changed from 192.168.1.10 to 192.168.2.17. 
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Fig. 1 IP address change during migration procedure
Observation 1: during migration procedure, the IP routability of the migrated IAB node can be ensured via changing its IP address once the IAB donor DU is changed. 
At the same time, the IAB donor CU may change its IP address to serve this migrated IAB node. One possible reason is the new IAB donor DU and IAB nodes accessing to such IAB donor DU are served via another IP address of IAB donor CU [1].

Observation 2: during migration procedure, the IP addresses of both IAB-DU and IAB donor CU may be changed at the same time once the IAB donor DU is changed. 

1.2 Issue caused by IP address update during migration

The communication between IAB-DU and IAB donor CU is based on the IP address at the both side. Thus, the IP address update will definitely result in the configuration update between them:
· SCTP association for F1-C should be updated

To transmit F1-C signaling, at least one SCTP association should be established between IAB donor CU and IAB-DU. To identify a SCTP association, the IP addresses of both IAB donor CU and IAB-DU should be used. As indicated in Observation 2, during the migration procedure, IP address of IAB-DU is changed, and IP address of IAB donor CU may be changed to serve such migrated IAB node. Depending on how IP address is updated, we can have two possible cases:

· Only IP address of IAB-DU is changed: IAB-DU will use the new IP address to establish the SCTP association with IAB donor CU first, and then use the GNB-DU CONFIGURATION UPDATE procedure to add new SCTP endpoint with the new IP address, and remove the previous transport layer address(es) with the old IP address. In other words, one legacy procedure (GNB-DU CONFIGURATION UPDATE procedure) can be used to update SCTP association due to IAB-DU’s IP address update. 
· IP addresses of IAB-DU and IAB donor CU are changed: similar to the above case, the IAB-DU first use the new addresses of both side to establish SCTP association; then, the GNB-DU CONFIGURATION UPDATE procedure is used to add new SCTP endpoint with new IAB-DU IP address at IAB-DU side. After that IAB donor CU can use GNB-CU CONFIGURATION UPDATE to update new SCTP endpoint with new IAB donor IP address at IAB donor CU side. In other words, two legacy procedures can be used to update SCTP association duo to IP address update of IAB-DU and IAB donor CU. 

Observation 3: Due to the IP address update during the migration procedure, one or two legacy F1AP procedure can be reused to update the SCTP association between IAB donor CU and IAB-DU, which will not introduce too much signaling overhead. 

· UP TNL information for GTP-U tunnel should be updated for each UE DRB
To transmit UE DRB data of each UE accessing the migrated IAB node, GTP-U tunnel is used between IAB donor CU and IAB-DU. Normally, for UL traffic transmission, the IAB donor CU should provide the UL UP TNL information (i.e., IP address of IAB donor CU + GTP-TEID) to IAB-DU for each UE DRB. Meanwhile, for DL traffic transmission, the IAB DU should provide the DL UP TNL information (i.e., IP address of IAB-DU + GTP-U TEID) to IAB donor CU for each UE DRB. For a single UE, one UE Context Management procedure (e.g., UE Context Setup Request/Response, UE Context Modification Request/Response, UE Context Modification Required/Confirm) can be used to update DL/UL UP TNL information for all UE DRBs.
As a result, with IP address update during migration, one UE Context Management procedure for each UE accessing the migrated IAB node should be triggered to update the UP TNL information. Thus, the migration of IAB node would result in several F1-C messages exchange between IAB donor CU and IAB-DU, which is for the UEs accessing to such migrated IAB node.  Furthermore, if migrated IAB node has downstream IAB nodes, the IP address update is also applicable for those nodes. Hence, the UE Context Management Procedure should be triggered for each UE accessing those IAB nodes. 
Observation 4: Due to the IP address update during the migration procedure, the F1-C signaling for UP TNL information update of all UEs connecting to IAB node(s) with IP address update will introduce significant signaling overhead between IAB donor CU and corresponding IAB-DU(s).  
The Observation 3&4 indicate that IAB node migration results in large signaling overhead over BH links due to UP TNL information update. Such signaling overhead will delay UE data transmission since data transmission can be started only if the UP TNL information has been updated. 
Proposal 1: It is beneficial to reduce the F1-C signaling overhead caused by UP TNL information update due to IAB node migration. 
1.3 Solutions reducing signaling overhead

To reduce the signaling overhead, two possible methods can be considered:
· Method 1: Automatic IP address update
The UP TNL information includes IP address and GTP-TEID. For DL and UL traffic, the GTP-TEID is assigned by IAB-DU and IAB donor CU, respectively. Thus, for the same IP address, the GTP-TEID is used to uniquely identify an UE DRB at the IAB-DU and IAB donor CU. During migration procedure, if the uniqueness of GTP-TEID can be kept at both IAB donor CU and IAB-DU even though their IP addresses are updated, IAB donor CU and IAB-DU only need to update the IP address accordingly for all UP TNL information. For example, as shown in Fig. 2, CU_TEID1&CU_TEID2 are unique (i.e., not assigned to other UE DRB) at IAB donor CU side, and DU_TEID1&DU_TEID2 are unique at the IAB-DU side. The update of UP TNL information only need to change the IP addresses of IAB donor CU and IAB-DU, i.e., change IP address of IAB-DU from DU_IP1 to DU_IP2, and change IP address of IAB donor CU from CU_IP1 to CU_IP2. To achieve this, the following conditions should be ensured:
· Both IAB donor CU and IAB-DU need know their new IP addresses

To achieve this, the easiest way it that the IP address of IAB-DU is signaled by IAB donor CU, and the IP address used to communicate with IAB-DU is determined by the IAB donor CU. During the migration procedure, the IAB donor CU can inform the IP addresses of IAB donor CU and IAB-DU to IAB node via, e.g., HO command. After receiving this, the IAB-DU updates DL/UL UP TNL information for UE DRBs.  At IAB donor CU side, since the IP addresses of IAB-DU and IAB donor CU are determined by itself, it can update UP TNL information accordingly. 
· The GTP-TEID at IAB donor CU/IAB-DU should be uniquely assigned for different UE DRBs

The GTP-TEID has 32bits, which can be used to identify 2^32 UE DRBs under the IAB-DU and IAB-donor CU, which is a huge number beyond the processing capability of IAB-DU and IAB donor CU. Thus, it is not an issue to keep the uniqueness of GTP-TEID among all UE DRBs in IAB-DU and IAB donor CU.  

Observation 5: the UP TNL information can be updated automatically if IAB donor CU informs IAB-DU the new IP addresses of IAB-DU and IAB donor CU, and the GTP-TEID is uniquely assigned to each UE DRB served by IAB donor CU and IAB-DU. 
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Fig. 2 Update of IP address in UP TNL information 
· Method 2: Keep IP address unchanged

The large signaling overhead is resulted from the IP address update of IAB-DU and IAB donor CU. Another method to solve this issue is to keep the IP addresses of IAB-DU and IAB donor CU unchanged. Then, the SCTP association and UP TNL information between IAB donor CU and IAB-DU are not changed. However, the key issue is that for the DL traffic, how to route the IP packets with the same destination IP address to the new IAB donor DU? For example, as shown in Fig. 3 (a), before migration of IAB node 3, the IP packet towards it is sent to IAB donor DU1. However, after the migration, the IP packets with the IP address of IAB node 3 should be sent to IAB donor DU2. If there is no any change of the wireline network serving F1 interface between IAB donor CU and IAB donor DUs, this routing change to the IP packets with the same destination IP address cannot be achieved. 
Note that: UL traffic will not have such issue since the packets from the migrated IAB node is routed to the IAB donor DU via BAP layer rather than IP layer. After that, the IP packets from the IAB donor DU can be routed to the IAB donor CU based on the destination IP address.

To adapt such migration between different IAB donor DUs without IP address update, one possible method is that once there is IAB node migration, the operator re-configures the routing tables of the routers in wired network serving F1 interface. Obviously, this is not a feasible solution since this brings too much work to the operators, especially when the IAB node mobility is supported. 
A potential feasible method is to configure the IAB donor DU as a proxy of the migrated IAB node. All packets sending to the migrated IAB node will use the IP address of the IAB donor DU as the destination IP address. When the IAB donor DU receives the packets, it can change the destination IP address to the one of the migrated IAB node. For example, as shown in Fig. 3 (b), before migration, the IAB donor CU sends data packets to IAB donor DU1 by setting the destination address as IAB donor DU1’s IP address, i.e., 192.168.1.1; after receiving the packets, the IAB donor DU1 changes the destination address of the packet to IP address of the migrated IAB node, i.e., 192.168.1.10. After the migration, IAB donor CU sends packets to IAB donor DU2 by setting the destination address as IAB donor DU2’s IP address, i.e., 192.168.2.1; after receiving the packets, the IAB donor DU2 changes the destination address of the packet to IP address of the migrated IAB node, i.e., 192.168.1.10. With this method, the IAB donor DU acts as the proxy of the migrated IAB node. Whenever the IAB node migrates, the packets towards such node are always routed to the IAB donor DU by setting such donor DU’s IP address as destination address, and then the IAB donor DU changes the destination address of the packets to the one of migrated IAB node.  To implement this method, the following operation is needed:

· IAB donor CU should send IP address of the migrated IAB node to the IAB donor DU

· IAB donor DU should assign an IP address for an migrated IAB node underneath it, and send such address to IAB donor CU so that IAB donor CU can set this IP address as the destination address of the packets towards the migrated IAB node
· IAB donor DU should change destination address of each IP packet. 
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Fig. 3 IAB node migration without IP address update

Observation 6: to keep IP address of migrated IAB node unchanged, the IAB donor DU should be configured as the proxy, i.e., the IP packets are routed to such proxy by including proxy’s IP address as destination, and then the proxy changes the destination address to the one of the migrated IAB node.  

The following table compared these two methods. The following table indicates that Method 1 has less specification impact. Moreover, considering GTP-TEID of 32bit, the uniqueness of GTP-TEID in IAB donor CU and IAB-DU for all UE DRBs would not be an issue. Thus, we prefer to Method 1. 
	
	Method 1: Automatic IP address update
	Method 2: Keep IP address unchanged (configure IAB donor DU as proxy)

	Specification impact
	IAB donor CU informs the migrated IAB node the IP addresses of the IAB-DU and IAB donor CU
	· IAB donor CU informs the IAB donor DU the IP address of migrated IAB node

· IAB donor DU informs the assigned IP address corresponding to the migrated IAB node.

	Implementation complexity
	The GTP-TEID at IAB donor CU/IAB-DU should be uniquely assigned for different UE DRBs
	IAB donor DU needs to change the destination IP address of each IP packet towards the migrated IAB node


Proposal 2: To reduce the signaling overhead caused by IAB node migration, the IAB donor CU can inform the updated IP address of IAB-DU and, if needed, the updated IP address of IAB donor CU to the migrated IAB node. After that, the migrated IAB node can update IP address for all SCTP associations and UP TNL information on its side. 
2 Conclusions
In this contribution, we discuss IP address management during the IAB node migration procedure, and the following observations and proposals are given:
Observation 1: during migration procedure, the IP routability of the migrated IAB node can be ensured via changing its IP address once the IAB donor DU is changed.
Observation 2: during migration procedure, the IP addresses of both IAB-DU and IAB donor CU may be changed at the same time once the IAB donor DU is changed. 

Observation 3: Due to the IP address update during the migration procedure, one or two legacy F1AP procedure can be reused to update the SCTP association between IAB donor CU and IAB-DU, which will not introduce too much signaling overhead.

Observation 4: Due to the IP address update during the migration procedure, the F1-C signaling for UP TNL information update of all UEs connecting to IAB node(s) with IP address update will introduce significant signaling overhead between IAB donor CU and corresponding IAB-DU(s).  
Proposal 1: It is beneficial to reduce the F1-C signaling overhead caused by UP TNL information update due to IAB node migration. 

Observation 5: the UP TNL information can be updated automatically if IAB donor CU informs IAB-DU the new IP addresses of IAB-DU and IAB donor CU, and the GTP-TEID is uniquely assigned to each UE DRB served by IAB donor CU and IAB-DU. 

Observation 6: to keep IP address of migrated IAB node unchanged, the IAB donor DU should be configured as the proxy, i.e., the IP packets are routed to such proxy by including proxy’s IP address as destination, and then the proxy changes the destination address to the one of the migrated IAB node.  

Proposal 2: To reduce the signaling overhead caused by IAB node migration, the IAB donor CU can inform the updated IP address of IAB-DU and, if needed, the updated IP address of IAB donor CU to the migrated IAB node. After that, the migrated IAB node can update IP address for all SCTP associations and UP TNL information on its side. 
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