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Introduction

During RAN2#105b meeting, it is agreed that  the NR DC framework (e.g. MCG SCG related procedures) is used to configure dual radio links used as IAB BH links with two parent nodes. In this contribution, we mainly analyze the potential  data forwarding schemes for IAB multiple connectivity.
Discussion

As agreed in IAB SI phase, multi-connectivity or route redundancy may be used for back-up purposes. It is also possible that redundant routes are used concurrently, e.g., to achieve load balancing, reliability, etc. According to TR38.874, each IAB node DU may connect to only one IAB-donor CU-CP while IAB node MT may connects to one or more IAB-donor-CU-CPs.  For UP, each IAB-node DU may connect to one or more IAB -donor-CU-UPs while IAB-node MT may be connected to one or more IAB-donors for its own traffic, e.g. OAM support. In this paper, we will focus on the scenario that IAB node DU connects to only one IAB-donor CU-CP and IAB-node DU may be connected to this IAB-donor-CU-CP via redundant routes. 
Data forwarding schemes for multiple connectivity
As agreed during RAN2#105bis meeting, NR DC framework (e.g. MCG SCG related procedures) is used to configure dual radio links used as IAB BH links with two parent nodes. However, how to utilize these two IAB BH links needs further study. According to discussion, there are two possible solutions for IAB multiple connectivity:
Option1：both MCG and SCG path used for data forwarding (concurrent use two path)

BH RLC channels are setup on both MCG and SCG. IAB donor CU configure both MCG and SCG for routing and bearer mapping. It means that redundant routes could be used concurrently. 

According to our understanding, the donor CU should configure BH RLC channels for the backhual traffic to be forwarded by IAB node on both MCG and SCG for option1. Therefore, for option1, if RLF happens on SCG links, it can switch the backhaul traffic delivered via SCG link to MCG link immediately. 
Option2： only one path used for data forwarding (one backup path)

When dual connectivity are available, the IAB node only use one path for backhaul traffic forwarding. The other path is used only for backup purpose. When RLF happens on the active data forwarding path, the other path could be used to report the RLF to IAB donor CU. For example, some company suggested using SCG link as the active data path and MCG link as the backup path for the backhaul link failure handling.

In this option, the donor CU may only configure BH RLC channels on one of MCG and SCG since only one path is used for data forwarding. Suppose MCG link is activated for data forwarding and RLF happens, it cannot use the SCG link to forwarding data immediately since no correpsonding BH RLC channel is configured. However, the IAB MT can report the MCG failure report to the donor CU via SCG. Then the donor CU may trigger IAB migration and configure BH RLF channel on the target link. After that the IAB can perform data forwarding on the target link. On the other hand, if SCG RLF happens, the IAB MT can report the SCG failure report to the donor CU via MCG. Then the donor CU may release the SCG and modify or configure BH RLF channels to support the QoS of IAB node’s backhaul traffic on the MCG link. After that the IAB can perform data forwarding on the MCG. 

In a sum, compared with option 1, the backhaul traffic switch at IAB node in option 2 leads to more latency since IAB donor DU needs to configure the BH RLC channels first on the backup path after RLF report. However. option 1 is more resource consuming since it requires to setup the BH RLC channels and reserve resources on both path for the same backhaul traffic. Furthermore, it is easier for option 1 to support load balance between different routes compared to option2 since it can deliver backhaul traffic concurrently. Based on above analysis, we give an comparison between option1 and optin2 on the Table1. 

Table 1: comparison between two options
	
	Option1
	Option2

	solution
	Active two path
	Active one path

	Latency of changing path
	low
	high

	Load balance
	support
	Hard to support

	Resource efficiency
	low
	high


Observation 1: Compared to only one path for data forwarding, two path for data forwarding can bring lower latency of traffic path switch and better load balance. Hower, it has lower resource efficiency since BH RLC channel needs to be configured and resource needs to be reserved on both MCG and SCG path.
In our opinion, since different traffic has different latency requirement, in order to achieve better tradeoff between resource efficiency and latency, the donor CU can configure BH RLC channels on both MCG and SCG path for the UE bearer(s) with low latency requirement and configure BH RLC channel on only one path for the UE bearer(s) that is not sensitive to latency As shown in Figure1, IAB MT3 is dual connected with IAB DU1 and IAB DU2. For access UE, the UE bearer2 has low latency QoS requirement while UE bearer1 and UE bearer3 has no low latency QoS requirement. In this case, the donor CU may only configure BH RLF channels between IAB node1 and IAB node3 to carry UE bearer1 and UE bearer3 but configure BH RLF channels between IAB node1 and IAB node2 as well as between IAB node1 and IAB node3 to carry UE bearer2.
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Figure1 an example of UE bearer mapping for multiple connection

Proposal 1: The donor CU can configure BH RLC channel on both MCG and SCG path for the UE data with low latency QoS requirement and configure BH RLC channel on only one path for the UE data not latency sensitive. 
Proposal 2：Whether activating two path or only one path depends on the QoS requirements of the forwarding data, which is up to donor CU implementation.
Path selection and traffic switch

As we analyzed above, for option1, only one egress BH RLC channel is associated with one ingress BH RLC channel for a given UE bearer. For option2, BH RLC channels can be setup on both MCG path and SCG path, which means more than one egress BH RLC channels might be associated with one specific UE bearer and these egress BH RLC channels may correspond to different next hop IAB nodes. In this case, other criteria need to be considered to perform the routing and bearer mapping. For example, data packets may be averagely split to the two egress BH RLC channels associated with the same UE bearer. Or the BH RLC channels of next hop node may be configured with priority indication and the BH RLC channel with higher priority could be selected. For this issue, two potential options can be considered. 

Solution1: define a primary path and a secondary path
One potential solution for multi-path selection is to define a primary path and a secondary path in advance. In general, the primary path would be selected. But when some condition is fulfilled, e.g. RLF happens on the primary path, the secondary path could be used for traffic forwarding. Or when the average data rate (or the total volume) of the arriving data exceeds a threshold, the secondary path would be used simultaneously and packets would be routed either through the primary path or through the secondary path. 

Solution2: associate a cost value to each path
Another potential method to realize multi-path selection is by associating a cost value to each path.  The cost value is used to represent the forwarding cost to the destination in each path. Characteristics of the route, such as hop count, load status along the path, or other features may be taken into consideration when determining the cost value for a route. For example in Fig.1, BH links between IAB MT3 and IAB DU1 and between IAB MT3 and IAB DU2 could be configured with different cost values, and the BH link with smaller cost value would be selected. 

Based on above analysed, the advantage of  multi-path routing by defining a primary route and a secondary route lies in its support to use the two paths simultaneously in a same method as that in legacy DC. This would be helpful to realize high throughput and balance the traffic load between different IAB nodes. Besides, when RLF happens, local route selection to secondary route could also be supported. Third, there’s no clear definition on cost. If it is only used for selecting a path, defining a primary route and a secondary route could completely fulfill the task.  Hence, multi-path routing could be realized by defining a primary and a secondary route in advance, rather than by associating a cost value to each routing entry with the same destination address.

Observation 2:  If two paths have been configured for data forwarding, the IAB will prefer one of the path to forward UE data. So the IAB shall know which link has higher priority.
Proposal 3: Multi-path routing could be realized by defining a primary and a secondary route in advance, rather than by associating a cost value to each routing entry with the same destination address.
Conclusion

In this contribution, we mainly discussed the potential  data forwarding schemes for IAB multiple connectivity. And we have the following observations and proposals:

Observation 1: Compared to only one path for data forwarding, two path for data forwarding can bring lower latency of traffic path switch and better load balance. Hower, it has lower resource efficiency since BH RLC channel needs to be configured and resource needs to be reserved on both MCG and SCG path.
Observation 2:  If two paths have been configured for data forwarding, the IAB will prefer one of the path to forward UE data. So the IAB shall know which link has higher priority.
Proposal 1: The donor CU can configure BH RLC channel on both MCG and SCG path for the UE data with low latency QoS requirement and configure BH RLC channel on only one path for the UE data not latency sensitive. 
Proposal 2：Whether activating two path or only one path depends on the QoS requirements of the forwarding data, which is up to donor CU implementation.
Proposal 3: Multi-path routing could be realized by defining a primary and a secondary route in advance, rather than by associating a cost value to each routing entry with the same destination address.
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