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1
Introduction

In this contribution, we propose to add the Global gNB-ID in E1 Setup from gNB-CU-CP to gNB-CU-UP in order to support gNB-CU-UPs deployment in a virtualized environment.
2
Discussion

In order to setup E1 interface between gNB-CU-CP and gNB-CU-UP, 2 procedures are defined in TS 38.463 [1]. The first one is initiated by the gNB-CU-UP and the second one by the gNB-CU-CP. This contribution is focusing on the latter case.
In order to establish an E1 interface instance between a gNB-CU-CP and a gNB-CU-UP, the gNB-CU-CP needs to establish an SCTP/IP connection first (i.e. SCTP association), as defined in Figure 1.

[image: image1.emf] 

SCTP  

IP  

Data link layer  

E 1 AP  

Physical   layer  

Radio    Network   Layer  

Transport N etwork L ayer  


Figure 1: E1 signalling bearer protocol stack
The IP address of the gNB-CU-UP may be e.g. configured by OAM or obtained by DNS Service Discovery. The SCTP destination port is set to 38462 according to TS 38.462 [2].
After establishing this first TNL association, the first message of the procedure (i.e. GNB-CU-CP E1 SETUP REQUEST) is sent with the following parameters:
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.3.1.1
	
	YES
	reject

	Transaction ID
	M
	
	9.3.1.53
	
	YES
	reject

	gNB-CU-CP Name 
	O
	
	PrintableString(SIZE(1..150,…))
	Human readable name of the gNB-CU-CP.
	YES
	ignore


Table 1: GNB-CU-CP E1 SETUP REQUEST parameters
At E1AP level, it can be seen that the only the gNB-CU-CP Name IE may (as it is optional) be used by the gNB-CU-UP to uniquely identify the gNB-CU-CP or locate the correct gNB-CU-UP instance in case the same IP address is shared by many CU-UPs (i.e. virtualized gNB-CU-UP deployment), as described in Figure 2.
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Figure 2: Deployment with different gNB-CU-UP hosted on the same Virtual Machine

To clarify the deployment described in Figure 2, the following assumptions are made:
- gNB-CU-CP1 is connected to gNB-CU-UP11 (in VM1) and gNB-CU-UP12 (in VM2)

- gNB-CU-CP2 is connected to gNB-CU-UP21 (in VM1) and gNB-CU-UP22 (in VM2)

- gNB-CU-CP3 is connected to gNB-CU-UP31 (in VM1) and gNB-CU-UP32 (in VM2)

- A gNB-CU-UP is connected to only one gNB-CU-CP (e.g. gNB-CU-UP11 in VM1 is connected to gNB-CU-CP1 only)

- One IP address is used per Virtual Machine
- A virtual machine can host dozens of gNB-CU-UPs

Using the source IP address to identify the gNB-CU-CP sending the E1 Setup message is not realistic. These addresses can be dynamically configured and this configuration (i.e. gNB-CU-CP/IP@ association) would be a burden that any operator will want to avoid.
Using one IP address per gNB-CU-UP is not realistic either. Having physical IP addresses per logical node consumes a lot of IP addresses and this is unwanted by many reasons:

-
Number of logical nodes per realization node must be determined in advance. This is not flexible and does not support scaling.

-
Transport network planning (i.e. subnet sizes may be exceeded and require replanning of the ‘whole network’ when adding logical nodes).

-
Most realization nodes have limitation on how many physical IP addresses can be supported (per node, per IP interface, etc).

-
Industry standards (e.g. Open stack, Kubernetes) are focused on keeping low number of exposed IP addresses (normally one per logical transport network/VLAN).
Observation 1: At E1AP level, only the gNB-CU-CP Name IE may be used by the gNB-CU-UP to uniquely identify the gNB-CU-CP or locate the correct gNB-CU-UP instance in case the same IP address is shared by many CU-UPs (i.e. virtualized gNB-CU-UP deployment)
However, for e.g. RAN sharing, this IE may be the same for all the gNB-IDs supported by the gNB-CU-CP and may even be omitted (IE is optional). Configuring this IE to be unique within a PLMN or even within several PLMNs involved in RAN sharing is an unnecessary burden for the operator. By default, the Global gNB ID is already unique and is already configured in the gNB-CU-CP. Therefore, the Global gNB ID is a much better candidate for uniquely identifying the gNB-CU-CP.
Observation 2: Configuring the gNB-CU-CP Name IE to be unique within a PLMN or within several PLMNs involved in RAN sharing is an unnecessary burden for the operator.
Observation 3: By default, the Global gNB ID is already unique and is already configured in the gNB-CU-CP. Therefore, the Global gNB ID is a much better candidate for uniquely identifying the gNB-CU-CP.
Another issue is related to authorization. When receiving the first E1AP message, from an unknown IP address, the gNB-CU-UP does not know if it has the authorization to be connected to this gNB-CU-CP. It means that the operator will need to configure the gNB-CU-UP with the IP addresses of all the gNB-CU-CPs which it can be connected to via E1 interface. Furthermore, these IP addresses can change in time. Therefore, it is not realistic to rely on this type of configuration.
Observation 4: gNB-CU-UP needs to be configured with all the gNB-CU-CP’s IP addresses which it can be connected to via E1 interface
Adding the Global gNB-ID in GNB-CU-CP E1 SETUP REQUEST would solve all these issues. It will be used to uniquely identify the gNB-CU-CP sending the E1 Setup message and to identify the corresponding gNB-CU-UP instance when multiple gNB-CU-UPs are sharing the same IP address. The Global gNB-ID is already configured in the gNB-CU-CP, so it is much more realistic to use it at E1 Setup, than configuring many IP addresses (e.g. range partitioning, IP addresses can be more dynamic, IP addresses are managed by the transport network, etc…). It will also allow the node realizing the gNB-CU-UP to check the authorization for this gNB-CU-CP.
Proposal 1: Add Global gNB-ID in GNB-CU-CP E1 SETUP REQUEST message
Proposal 2: Agree CR in [3]

3
Conclusion

In this contribution, we propose to add the Global gNB-ID in E1 Setup from gNB-CU-CP to gNB-CU-UP in order to enable multiple gNB-CU-UP to share the same IP address. The following observations and proposals have been discussed:
Observation 1: At E1AP level, only the gNB-CU-CP Name IE may be used by the gNB-CU-UP to uniquely identify the gNB-CU-CP or locate the correct gNB-CU-UP instance in case the same IP address is shared by many CU-UPs (i.e. virtualized gNB-CU-UP deployment)

Observation 2: Configuring the gNB-CU-CP Name IE to be unique within a PLMN or within several PLMNs involved in RAN sharing is an unnecessary burden for the operator.

Observation 3: By default, the Global gNB ID is already unique and is already configured in the gNB-CU-CP. Therefore, the Global gNB ID is a much better candidate for uniquely identifying the gNB-CU-CP.
Observation 4: gNB-CU-UP needs to be configured with all the gNB-CU-CP’s IP addresses which it can be connected to via E1 interface

Proposal 1: Add Global gNB-ID in GNB-CU-CP E1 SETUP REQUEST message
Proposal 2: Agree CR in [3]
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