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Introduction
The topic of how to manage and store UE RRM policies, also known as UE differentiation, has been discussed at length for many meetings to date. The topic has now been moved to the RAN-centric data collection and utilization for LTE and NR SI, so that companies can analyse in more details the use case and solution needed. 
Past progress on this topic led to the approval of [1]. In [1] a set of information derived from UE subscription data was agreed to be signalled from the MME to an eNB, for a specific UE. The information sent are listed below:

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Periodic Communication Indicator
	O
	
	ENUMERATED(periodically, on demand, …)
	This IE indicates whether the UE communicates periodically or not, e.g. only on demand.

	Periodic Time
	O
	
	INTEGER (1..3600, …)
	This IE indicates the interval time of periodic communication, the unit is: second

	Scheduled Communication Time
	
	0..1
	
	This IE indicates the time zone and day of the week when the UE is available for communication.

	>>Day of Week
	O
	
	BIT STRING (SIZE(7))
	If Day-Of-Week is not provided this shall be interpreted as every day of the week.
Each position in the bitmap represents a day of the week:
first bit = Mon, second bit =Tue, third bit =Wed, and so on. Value ‘1’ indicates ‘scheduled. Value ‘0’ indicates ‘not scheduled’.

	>>Time of Day Start
	O
	
	INTEGER (0..86399, …)
	This IE indicates the time to start of the day, each value represent the corresponding second since 00:00 of the day.
If Time-Of-Day-Start is not provided, starting time shall be set to start of the day(s) indicated by Day-Of-Week-Mask.

	>>Time of Day End
	O
	
	INTEGER (0..86399, …)
	This IE indicates the time to start of the day, each value represent the corresponding second since 00:00 of the day. The value of this IE should be bigger than the value of Time of Day Start IE.

If Time-Of-Day-End is not provided, ending time is end of the day(s) indicated by Day-Of-Week-Mask.

	Stationary Indication
	O
	
	ENUMERATED(stationary, mobile, …)
	

	Traffic Profile
	O
	
	ENUMERATED(single packet, dual packets, multiple packets, …)
	“single packet” indicates single packet transmission (UL or DL),
“dual packets” indicates dual packet transmission (UL with subsequent DL, or DL with subsequent UL),
“multiple packets” indicates multiple packets transmission.

	Battery Indication
	O
	
	ENUMERATED(battery powered, battery powered not rechargeable or replaceable, not battery powered, …)
	“battery powered” indicates that the UE is battery powered and the battery is rechargeable/replaceable, “battery powered not rechargeable or replaceable” indicates that the UE is battery powered but the battery is not rechargeable/replaceable,, “not battery powered” indicates that the UE is not battery powered.



In this paper we reopen the topic of UE RRM policy management, we analyse the use cases that motivate this work and we propose ways forward.
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One of the main enhancements to be introduced in future mobile networks is the possibility to exploit artificial intelligence (AI) and machine learning (ML). With AI and ML historical data can be gathered and exploited to train specific algorithms. Such algorithms are able to produce a behavioural prediction for different aspects of the process modelled, provided that a set of inputs is fed to the model. Such predictions would enable actions aimed at optimising the environment in which the process modelled will be run. 
The use case that motivates storage and retrieval of information that enable the identification of an UE RRM policy can cover multiple aspects. An RRM policy can be derived from behaviour predictions based on an ML model that has been trained with historical data. Such RRM policy, when based on a reliable prediction of a UE behaviour, may allow for better scheduling decisions, better load distribution in the network, better UE configuration for Idle mode behaviours and more. 
As a concrete example, the UE RRM policy could be derived by a prediction of traffic and mobility pattern models for the UE. By retrieving such models when the UE becomes active and by enabling a continuous training and adaptation of the ML algorithms to the observed data pattern, the ML algorithms at the RAN would be able to predict with good accuracy what is the behaviour of UEs and with that the RAN would derive the best RRM policy that can serve it, in the shortest time possible. The latter increases battery saving at the UE, increases system’s efficiency and allows for a dynamic evolvement of prediction models leading to higher and higher accuracy.
 
Obviously, to reach such matureness, the ML process would need to be constantly trained with data (e.g. data on traffic exchange, data on UE mobility) that will have to be aggregated with time. Namely, a ML algorithm would not be able to deliver the required model accuracy if it was trained only with data corresponding to a UE active state period, but instead it would need to be trained across multiple active state periods. 
The latter calls for storage of information concerning e.g. the inputs provided to the ML algorithm the last time it was used to derive prediction models, the status of the ML algorithm the last time it was used, the type of UE and any specific information on the services it might use. With this information, once the UE moves to Active again, the ML algorithm can be provided with all the inputs needed to derive behaviour prediction models with which a specific RRM policy for the UE will be deduced. 
Furthermore, the prediction models derived by the ML algorithm would likely be fitted to the features that a certain RAN supports. For example, an exact representation of traffic patterns and size of traffic exchanged may only be needed if the RAN supports scheduling features that can use such model to optimise radio resource utilisation. A RAN that does not have such capabilities may not need ML algorithms that provide such accurate models and save the associated processing power for other tasks. 
Conclusion 1: In order to exploit AI and ML and to derive accurate prediction models to be used for RRM, e.g. traffic and mobility models, it is necessary to train a ML algorithm with UE historical data and to store input information for the ML algorithm as well as the status of the algorithm itself, when the UE moves to Idle 
Conclusion 2: When a UE moves to Active again, the last available inputs and ML algorithm status need to be retrieved and used as starting point for prediction model derivation
Another aspect of the use of AI and ML is that they can be based on many different types of algorithms. Neural networks algorithms, genetic algorithms are just example of the myriad of techniques that can be used to perform machine learning. The choice of such algorithms depends on the features and implementation of the RAN. Agile and fast software development cycles are essential to exploit ML at its most. Such flexibility involves frequent testing of new concepts, abandonment of concepts that are not beneficial and the further development of the beneficial concepts. 
One should come to term with the fact that standardisation along the lines of what agreed in [1] does not allow for such flexibility. 
It would not be possible to store in a table of IEs with prefixed value codes the event of e.g. change of a ML algorithm, or the status of the ML algorithm adopted (such as the final status of a neural network at the time the UE went to Idle). The information and style of encoding provided in a structure like the one in [1] is too restrictive and will not allow exploitation of such advanced techniques. 
It is also clear that it is a vendor’s choice how to implement AI and ML in dependence of the RAN implementation and features supported, how to collect and interpret information that are used to feed such AI and ML processes, how to change the nature of a ML process etc. It can therefore be concluded that, at the time a UE goes to Idle, in order to store information that can lead again to a model derived via AI/ML, one would need to adopt containers that are vendor specific. Namely, containers where the RAN can store information that can easily be interpreted by the AI/ML machine that derives prediction models, and that needs to build on top of them.

Conclusion 3: Choice of an AI/ML algorithm and of the data needed to train it is vendor’s specific. Such algorithms can be changed dynamically by a vendor. The data used as input to the AI/ML algorithm are subject to vendor specific interpretation

Conclusion 4: at the time a UE goes to Idle, in order to store information concerning a prediction model derived via AI/ML, one would need to adopt containers that are vendor specific. Namely, containers where the RAN can store information that can easily be interpreted by the AI/ML machine that derived the prediction models and that needs to build on top of them

One practical example, focussing on knowledge of traffic and mobility patterns for RRM policy inference, and showing the difference between an algorithm based on subscription information defined in [1] and an algorithm based on ML is shown below.

In [1] the information provided to the RAN are taken from fixed subscriber’s information. However, the range of 5G applications (e.g. in the IoT area) is expected to be highly diverse and their eco-system may also be very different to that of a traditional PLMN. Taking the case of IoT what could occur is that: 
· The HPLMN’s SIM is installed when the UE chipset is made; 
· The chipsets are sold to a variety of IoT modem manufacturers; 
· These IoT modems are sold to different companies for installation in different products (e.g. robots, machine tools, etc); 
· Those products are then sold to factories/households who use the robots in different ways and in VPLMNs that are not the HPLMN 
· As a result of this eco-system the HPLMN is unlikely to have any knowledge of the robot’s communication patterns, or when they are changed by the builder or user of the robot/machine tool.
· Hence a solution that is purely based on deriving traffic and mobility patterns from subscriber’s information would most likely fail in deriving an accurate model
In contrast, the RAN node may be able to easily learn the communication pattern of the device during an RRC connection, but this ‘learning’ will be constrained if the pattern spans periods of inactivity that cause the RRC connection to be released. Hence, as concluded above, a better solution would be one where the RAN node is the place where ML occurs. Data for the ML training can be collected across multiple activity periods. Information concerning traffic and mobility models derived, as well as the status of the ML process, can be stored in a transparent container and signalled from RAN to core network, so that they can be retrieved once the UE connects again. 
It is worth highlighting the importance of allowing such information to be encoded in a vendor specific way.  If this did not occur, one would have issues interpreting the information and consequently deriving an appropriate RRM policy for the UE. Issues that could arise from wrong interpretation of encoded information depend on:
· Whether the information takes into account multiple traffic pattern cycles running at the same time and how can such parallel cycles be expressed
· Example, a scheduler sends in uplink one 20 byte packet every 10 ms plus one 200 byte packet every 50 ms (at a 3 ms offset to the per-10ms report) plus it receives one 20 byte command every 20 ms (offset by 5ms from the per-10ms report).
· The nature of the ML algorithm used to derive prediction models. 
· Example, the nature of the ML algorithm developed for a specific RAN implies what inputs the algorithm needs to derive prediction models. Reception of the wrong inputs may lead to malfunctioning of the ML algorithm and consequently wrong prediction models
· What was the status of the ML algorithm at the time the prediction modesl were derived and the algorithm training stopped
· Example, what was the Neural Network status when the UE went to idle? If not known how can an ML process start from where it stopped once the UE goes to active again?
It is worth highlighting that 3GPP will not specify base station tests to ensure that the data collected by the RAN and stored at the CN will be all consistent to one criterion. Therefore, if the information is specified by 3GPP (i.e. without the use of a transparent container), different vendors’ RANs will interpret the information in different ways. This has high risk of deriving a wrong RRM policy for the UE.

All the reflections above point at one way forward, i.e. that a solution is defined to allow the NG RAN to derive prediction models on a per UE bases (e.g. for traffic and mobility), on the basis of ML algorithms trained via UE history information (collected during Active Mode and potentially Idle Mode states), that the RAN can store in a vendor specific transparent container information to be given to the ML algorithm in order to derive prediction models and then that such information is signalled to the 5GC for later retrieval when the UE moves back to Active.

Proposal: It is proposed to agree to define a solution that 
· Allows the RAN to derive prediction models on a per UE basis (e.g. traffic and mobility models) and via ML algorithms 
· That allows the RAN to store information that allows retrieval of such prediction models 
· That allows the RAN to signal this stored information to the 5GC via a transparent container
· That allows the 5GC to store such information and signal the information back to the RAN once the UE connects again 

Conclusion
This contribution re-opens discussions on UE differentiation and analyses the importance of the use case and solution needed to address the problem of how to derive reliable and accurate traffic and mobility models for a given UE.
The contribution makes the following conclusions:
Conclusion 1: In order to exploit AI and ML and to derive accurate prediction models to be used for RRM, e.g. traffic and mobility models, it is necessary to train a ML algorithm with UE historical data and to store input information for the ML algorithm as well as the status of the algorithm itself, when the UE moves to Idle 
Conclusion 2: When a UE moves to Active again, the last available inputs and ML algorithm status need to be retrieved and used as starting point for prediction model derivation
Conclusion 3: Choice of an AI/ML algorithm and of the data needed to train it is vendor’s specific. Such algorithms can be changed dynamically by a vendor. The data used as input to the AI/ML algorithm are subject to vendor specific interpretation

Conclusion 4: at the time a UE goes to Idle, in order to store information concerning a prediction model derived via AI/ML, one would need to adopt containers that are vendor specific. Namely, containers where the RAN can store information that can easily be interpreted by the AI/ML machine that derived the prediction models and that needs to build on top of them

It is proposed to agree to the following proposal and to the attached TP describing the use case and solution scope:
Proposal: It is proposed to agree to define a solution that 
· Allows the RAN to derive prediction models on a per UE basis (e.g. traffic and mobility models) and via ML algorithms 
· That allows the RAN to store information that allows retrieval of such prediction models 
· That allows the RAN to signal this stored information to the 5GC via a transparent container in a vendor specific format
· That allows the 5GC to store such information and signal the information back to the RAN once the UE connects again 
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TP for TR37.816
5.x	Per-UE Local RRM Policy Information Storage and Retrieval
5.x.1	Use case description
In order to allow for timely inference of per UE RRM policies it is important to develop and make available to the RAN prediction models that describe the UE’s behaviour, e.g. traffic and mobility models. 
Such models may be derived via ML algorithms run at the RAN. Therefore, the RAN should be able to train such algorithms in a continuous way, with UE information, i.e. algorithms training should not be stopped once the UE moves to Idle. In order to do so, the RAN needs to be provisioned, at every transition of a UE from Idle to Active, with information allowing retrieval of the prediction models and the status of the algorithms that generated it the last time they were derived. The models and algorithms used are vendor specific and can be interpreted unequivocally only by RAN nodes of the same vendor where the models and algorithms were initiated.   
In order to make such inputs available to the RAN, and given that the RAN deletes a UE context once the UE moves to Idle, one solution is to allow the RAN to signal information about the prediction models and the algorithm status to the CN within a transparent container not visible to the CN. At UE transition from Idle to Active the CN should signal to the RAN the transparent container containing all the previously stored information about the UE. 



