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1	Information
In [1], the Work Item Support of NR Industrial Internet of Things (IoT) is approved and one of the objectives is:
1. The detailed objectives for NR PDCP duplication enhancements are:
· Specify PDCP duplication with up to 4 RLC entities configured by RRC in architectural combinations including CA only and NR-DC in combination with CA [RAN2, RAN3].
· Specify mechanisms relating to dynamic control of how a set or subset of configured RLC entities or legs are used for PDCP duplication [RAN2, RAN3].
· Specify enhancements for more resource efficient PDCP duplication by enhancing PDCP duplication activation/deactivation mechanisms (e.g. MAC CE based or based on UE configurable criteria), provided that complexity increase is reasonable. Per-packet selective duplication can also be considered. [RAN2].
· Specify enhancements for more efficient DL PDCP duplication without impacting the UE, provided that gains can be confirmed with a reasonable complexity. [RAN3].
· Specify enhancements to address potential impacts of higher-layer multi-connectivity based on SA2 progress and request [RAN2, RAN3].

In [2], for Key Issue 1, SA2 has concluded:
	Key Issue #1: Supporting high reliability by redundant transmission in user plane
It is recommended that normative work proceed as follows:
-	Focusing on backhaul reliability improvements only i.e. without changes to the radio interface and associated protocols; and
-	Requiring single UE only i.e. no UE redundancy shall be specified; and
-	Introducing enablers in the network for:
a)	Redundancy of network nodes (UPF and gNB) and associated interface (N3), and concurrent PDU Sessions (see Solution #1); and
b)	GTP-U / TRANSPORT LAYER redundancy over N3 with single network nodes i.e. UPF and gNB (see Solutions #4, #7). No UE impact;
c)	Enablers to support appropriate gNB/UPF selection as applicable for a) and b).
UE impact with a) shall be minimized.
NOTE:	An informative annex will be created during the normative work to document UE redundancy option with no 3GPP specification impact as enabled with Solution #2.



This paper is to discuss the solution #7, Replication framework in 3GPP System.
2	Discussion
2.1	The main principles
As stated in [2], The solution #7, introduces a replicator that allows the 3GPP system to be aware (e.g. detect or have explicit information) that two or more "streams" of replicated packets belong together, and guide the lower layers to ensure these packets get an optimized treatment in the 3GPP system depending on whether the streams are terminated in a single UE or by two different UEs that belong together within the same hub-solution.
In order to understand how the replicator works, we go through the solution described in [2].
	In short, the main principles of the solution are as follows:
1.	An entity/functionality in the 3GPP system, refer to it as replicator functionality, is able to detect multiple related flows, and whether they are utilized for redundant packets, of incoming IP/Ethernet flows at the transmitter side. Control plane aspects necessary for the replicator functionality resides in the SMF and the User plane aspects necessary for the replicator functionality resides in the UPF and the NG-RAN.



Observation 1: the replicator is able to detect multiple related flows, and and whether they are utilized for redundant packets.
Question 1: how the replicator detects such situation? At which layer of the protocol stack?
	2.	The replicator guides the lower layers to ensure their corresponding latency/availability/reliability requirements are fulfilled.
a.	Case 1:  Based on the application requirement to support lowest latency and the need to support replication within 5G System (within the domain of 3GPP System), the replicator framework  replicates the packets towards the lower layers.
b.	Case 2: Based on the application functionality to support redundancy by default, replication framework within 5G System (within the domain of 3GPP System), replicator framework can eliminate further replication rather it can transmit the packet stream just once towards the lower layers.



Observation 2: the replicator seems be able to make a dynamic decision on either to replicate or eliminate the replication.
Question 2: how dynamic will the replicator make such decision?
 
	3.	For case 1, to ensure the two N3 tunnels can be transferred via disjointed transport layer paths, the NG-RAN node, SMF or UPF will provide different routing information in the tunnel information (e.g. different IP addresses or different Network Instances), and the routing information will be mapped to disjoint transport layer paths according to network deployment configuration.



Observation 3: the two N3 tunnel are transferred via disjoint transport layer paths. 

	4.	At the receiver side, the receiver translates and forwards the internal streams to the corresponding external application either in the UE side or in the network side. To make it transparent to the external application, further combine/remove/replicate operations may be applied to "reverse" the operations in step 2b. The replicator at the receiver can use the header information (or share explicit information with the replicator entity at the other end) to translate/re-build packets according to the external application requirements.


 Question 4: What is the external application in the network side to handle the internal streams?

	5.	Following are the main 5G System impacts and principles:
a.	5G System can have an API or direct interaction with external management system to become aware of the expected application behaviour with regards to replication functionality. UPF can also perform data inspection in the UPF (with replicator) for autonomous discovery of multiple related flows (e.g. it can detect if the MPTCP layer is duplicating the flows).
b.	Based on policies, the SMF determines whether a particular PDU Session is subject to replication, selects an UPF with replicator functionality; It also provides the necessary replicator information as part of rules to the selected UPF.
c.	Based on the rules received from SMF, UPF activates replicator functionality for the User plane traffic. For DL traffic, UPF can perform further replication and provide an indication (e.g. GTP-U header) to the RAN. If the UPF duplicates the traffic, it transmits over multiple tunnels (using disjoint transport path) towards the RAN.
d.	The replicator functionality in the RAN can take potential actions such as eliminate the received duplicated DL data prior to transmitting it to the UE. Other potential actions are also listed in 6.7.2.1 bullet 2).
e.	If the UE with the replicator functionality receives duplicated packets, it can re-assemble the packets to ensure transparency to the application layer. The replicator at the receiver forwards the received data to one or more output ports, as expected by the application layer protocol.



Observation 4: The replicator functional in RAN seems to be firstly to eliminate the received duplicated DL data.
Question 4: Is in this the case the replication only occurs between CN and RAN nodes, basically over N3?

The below is the architecture with Replication Framework, with single UE/UPF:
	





Observation 5: The replicators are placed in CN, RAN and UE.
Question 5: Should we discuss the benefit/complexity to introduce the replicator in the RAN node?

2.2	The procedures

The procedure in [2] is described as in below:
	[bookmark: _Toc532995377]6.7.2	Procedures
[bookmark: _Toc532995378]6.7.2.1	Downlink User Plane Transmission
We use a downlink traffic flow example where redundant data (e.g. generated by 802.1 standard) enter the 3GPP system and must be reliable received at the UE receiver:
1)	Discovery of multiple "streams" of packets.
The replicator functionality in the 3GPP system is introduced to be aware that two or more "streams" of packets belong together. This can be achieved with an API or direct communication with an external management system.
Data inspection in the UP can also be applied to some extent for autonomous discovery of multiple related flows.
The replicator informs the lower-layers (e.g. SDAP at the gNB/UE) of the detected redundant packets. As an option, it can also manipulate the incoming data, e.g. merging two packets into a single packet but mapping it and indicating the higher reliability needs for the packet. It should also ensure that the packets requiring higher reliability are transported via disjoint transport layer paths according to network configuration (i.e. different IP address configurations).
[bookmark: _Toc532995379]6.7.2.2	Activate Redundant Transmission during PDU Session Establishment procedure
The replicator functionality can be activated during a PDU Session establishment procedure as described in this clause.
Figure 6.7.2.2-1 depicts the establishment of during the PDU session establishment procedure in the non-roaming and roaming with local breakout cases for case 1) with single UE and single UPF.


Figure 6.7.2.2-1: Activate Replicator functionality during PDU Session Establishment procedure
1.	Steps 1-12 from clause 4.3.2.2.1(UE requested PDU Session Establishment) in TS 23.502 [3] are performed with the following differences:
	In Step 1, the UE initiates the UE Requested PDU Session Establishment procedure by the transmission of a NAS message containing a PDU Session Establishment Request within the N1 SM container and it can include its capability to support replicator protocol (but not required). The UE can also indicate a specific DNN and S-NSSAI.
	In step 7b, the PCF indicates to the SMF and the NG-RAN to activate replicator functionality for the QoS flow by the 5QI if the UE requested PDU Session Establishment procedure is initiated for a URLLC service (based on parameters provided by the UE).
	The SMF then initiates an N4 Session Establishment procedure with the selected UPF (with replicator functionality) and CN Tunnel ID(s) are allocated by the SMF or UPF.
	In step 11, the N2 SM information includes the QFI(s), QoS Profile(s), CN Tunnel Information corresponding to each N3 tunnel.
2.	RRC Connection Reconfiguration takes place with the UE establishing the necessary NG-RAN resources related to Replicator functionality.
3.	Steps 14-20 from clause 4.3.2.2.1(UE requested PDU Session Establishment) in TS 23.502 [3] are performed with the following differences:
	The AN Tunnel Info provided by the NG-RAN includes AN Tunnel ID(s) for replicated paths. Each AN Tunnel Information includes a tunnel endpoint for each involved NG-RAN node, and the QFIs assigned to each tunnel endpoint. The SMF provides AN Tunnel Information for each tunnel to the UPF.
For case 2), main addition to the above procedure would be for the two UE(s) to provide a parameter (e.g. SD part of the S-NSSAI has a commonly configured value, support for replicator functionality) in the PDU Session Establishment request that gives a hint to the network for selecting the same UPF or two UPF(s) with access to the same replicator functionality towards the DN.




It is not very clear what API or external management system is as for a while it looks like the replication decision is quite dynamic.
Further the need to introduce the replicator in RAN is not clear. If the replication is to be used, it is due to the lower latency, high reliability requirement. Why should this be eliminated in RAN? On the other hand, the extra complexity will be introduced.

Proposal 1:   RAN3 to discuss how the replicator framework works in general.
Proposal 2:  RAN3 to discuss the benefit vs complexity to introduce a replicator in RAN node.
3	Proposal

Observation 1: the replicator is able to detect multiple related flows, and and whether they are utilized for redundant packets.
Question 1: how the replicator detects such situation? At which layer of the protocol stack?
Observation 2: the replicator seems be able to make a dynamic decision on either to replicate or eliminate the replication.
Question 2: how dynamic will the replicator make such decision?
Observation 3: the two N3 tunnel are transferred via disjoint transport layer paths. 
Question 3: What is the external application in the network side to handle the internal streams?
Observation 4: The replicator functional in RAN seems to be firstly to eliminate the received duplicated DL data.
Question 4: Is in this the case the replication only occurs between CN and RAN nodes, basically over N3?
Observation 5: The replicators are placed in CN, RAN and UE.
Question 5: Should we discuss the benefit/complexity to introduce the replicator in the RAN node?
Proposal 1:   RAN3 to discuss how the replicator framework works in general.
Proposal 2:  RAN3 to discuss the benefit vs complexity to introduce a replicator in RAN node.
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Microsoft_Visio_2003-2010_Drawing.vsd
�

UE


NG- RAN



image1.emf
Host B

Host A: UE 

UE

Application

( 802.1CB, etc.

Repli-

cation 

Protocol

gNB

UPF

Replication 

Protocol

Application

( 802.1CB, 

etc.)

DN

SMF AMF

PCF

RP


Microsoft_Visio_Drawing.vsdx
Host B
Host A: UE
UE
Application ( 802.1CB, etc.
Repli-cation Protocol
gNB
UPF
Replication Protocol
Application ( 802.1CB, etc.)
DN
SMF
AMF
PCF
RP



image2.emf
UE

NG- RAN

AMF UPF SMF UDM PCF
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