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1
Introduction

RAN3 received an LS from TSG RAN#83 in RP-190730 [1] with the following taks:

The TSG RAN would like to ask RAN3 to complete for rel-15 by RAN #84, the Network Sharing support. In particular, for disaggregated gNB, the work should progress on both the “common interface” and the “Per PLMN interface”. The common interface solution should not be restricted to disaggregate gNB (Xn, X2 and F1 interfaces). This is in order to enable adequate logical architecture, appropriate transport handling.

NG-RAN logical architecture may be clarified, if needed.

Obviously, TSG RAN wishes both solutions to be part of Rel-15.

This document concentrates on the common interface solution; however, common aspects among “common interface” and “PLMN specific interface” are touched upon as well.

2
Discussion

2.0
Logical architecture primer

Current interface specifications are based on the principle that two logical nodes are connected via one logical interface instance:
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Figure 2.0-1: One logical interface instance between two logical nodes
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Figure 2.0-2: One logical interface instance utilising more than one TNLA.

For network sharing, with multi-cell-ID broadcast, retaining the current logical model would foresee that each Cell-ID is associated with a different logical RAN node, hence, in this case, multiple logical interface instances are terminated at such logical RAN nodes. In case of X2/Xn interfaces, multiple interface instances associated with the same physical cell resource exist between a pair of logical nodes as shown below:
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Figure 2.0-3: Each logical cell is served by a logical node, resulting in several logical interface instances.

2.1
Approach A: Abandon the principle of one interface instance per logical node-pair
This approach would not be in line with the current logical model, as it “collapses” the logical entities sharing the same physical cell resources into a single one, i.e. ultimately realising two logical models with one xAP. E.g. in case of X2/Xn such approach would look as follows:
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Figure 2.1-1: Collapsing serving nodes into one logical entity, with a single interface instance in between.

We saw this approach being followed in CRs for Xn/X2/F1 in R3-190664, R3-190665 and R3-190482. These CRs foresee to enhance the Served Cell NR Information IEs by a list representing SIB1 content per additional sharing operator:

	List of Served Cells NR
	
	0 .. <maxnoofCellsinNG-RAN node>

	>Served Cell Information NR
	M
	

	>>Served Cell Info (existing IEs)

>>Additional Cell Info (to be added IEs)
	
	One entry per sub-set of PLMN IDs associated with a TAC/CellID pair

	>Neighbour Information NR
	O
	

	>>Neighbour Celll Info (existing IEs)

>>Additional Neighbour Cell Info (to be added IEs)
	
	One entry per sub-set of PLMN IDs associated with a TAC/CellID pair

	>Neighbour Information E-UTRA
	O
	


The same result, however, can be achieved with no protocol changes at all. i.e. without changing any IE in that structure. It is possible to list served cells related to e.g. 3 assumed sharing operators in way that the List of Served Cells NR would be structured as follows:

	List of Served Cells NR

	Block of N Served Cells Info NR Items from operator A

	Block of M Served Cells Info NR Items from operator B

	Block of P Served Cells Info NR Items from operator C


Each (operator specific) Served Cell NR block of entries would contain a Neighbour Information NR/E-UTRA IE associated with the concerned sharing operator.

Observation 1:
Served Cell Information in Xn/X2/F1 AP would not need any changes for a “single interface instance approach (A).

2.2
Approach B: Realising appropriate transport handling [1] by sharing signalling TNLAs among logical interface instances
2.2.1
Approach B - concept

Approach B would foresee to share interface signalling transport resources among multiple interface instances. Each logical node would logically terminate its own xAP. We expect such approach would need an implementation specific entity that distributes xAP messages to the respective logical node, which may require some adaptations to the xAP. Implementation specific optimisations like inter-node communication, common data bases etc. are certainly possible, but not part of standardisation work.
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Figure 2.2.-1: Several logical interface instances share one common signalling transport.

Observation 2:
An alternative approach (B), which retains the logical model, shares signalling transport resources among associated interface instances. Adaptations to xAPs are expected and will need to be further investigated. Note, that a possible TNL solution could foresee to map TNLAs in an PLMN-exclusive way, which would not require any adaptations to the xAPs for common procedures, especially the adaptations layer would not be needed.
2.2.2
Approach B - details

2.2.2.1
Management of associated interface instances (Setup, Configuration Update, Removal):

Each interface instance would be managed autonomously. This has some advantage especially when management actions concern the whole interface instance, e.g. in case a sharing operator becomes unavailable update of the served/neighbour cell information would only need minimum signalling.

Autonomous management means that e.g. in case of 3 associated interface instances, 3 xAP Setup procedures would be performed via the shared signalling TNL resources.

In order to distribute interface management messages to its interface termination, all relevant messages would need to carry information that relates to the sharing operator, i.e. either the PLMN ID or the Global NG-RAN node ID (containing the PLMN ID), or, with an PLMN specific portion of the Transaction ID.
Observation 3:
For approach B, an optional Node ID (or any other ID containing or representing a PLMN ID) needs to be added to each interface management message.
2.2.2.2
UE associated protocol functions:
In principle, UE associated messages carry UE context related xAP UE IDs which allows to distribute signalling to the xAP instance properly. It does certainly also allow to have a common UE context handler in certain implementations, but one could also imagine an implementation where the xAP UE ID numbering range is split.
Important for UE associated functions is that the initiating message carries node related information, which it does in all cases, e.g. 

-
Handover Request contains a Target Cell Global ID
-
SN Addition Request messages carry a Selected PLMN for the selected PLMN in the SCG)

-
F1AP UE Context Setup and Initial UL RRC Message contain the NR CGI

-
Reset would need a Node ID/PLMN ID in case of full reset, however, in case of partial reset the xAP UE IDs would allow distribution of message to the proper interface instance termination.

Observation 4:
For approach B, initiating UE associated signalling already carry sufficient information to distribute incoming message to the appropriate interface instance. Only Reset (if one regards this as function related to UE associated contexts) needs adaptations for full reset.
DU and CU are both responsible for encoding respective parts of RRC messages, i.e. both, the CU and DU implementations are able to deal with encoded RRC message/IE content. In order to select the proper interface instance at RRC connection establishment, the DU would need to interpret Msg3 and the contained 5G-S-TMSI (fraction), in case of initial Registration, also content of Msg5 needs to be interpreted (carrying the MSBs  of the 5G-S-TMSI and the selected PLMN ID).
Observation 5: 
The gNB-DU is able to interpret Msg3 and (unencrypted) Msg5 content.
Retaining the logical RAN architecture, i.e. following “approach B” would require for UE-associated protocol functions to “re-bind” allocate the UE associated signalling connection from one  for the following cases:
1.
Initial Registration: The UE-Identity in Msg3 that does not carry any information from which the DU might deduce the selected PLMN ID, which is only provided in Msg5. F1 would need to enable re-binding of the UE associated signalling connection to the proper interface instance. 

a.
If a new (pair of) UE F1AP ID needs to be allocated, a New gNB-CU/DU UE F1AP ID can be indicated in the DL/UL RRC MESSAGE TRANSFER and UE CONTEXT SETUP REQUEST messages.

b.
Also, the UL RRC MESSAGE TRANSFER should be able to carry selected PLMN ID information

2.
RRC Connection Re-establishment: If we assume that the “common interface” approach allows inter-node communication between logical nodes terminating associated interface instances on X2/Xn, 

a.
The Retrieve UE Context procedure would not need any re-binding, and the response message already carries PLMN specific information due to a CN related identification (GUMMEI, Set ID).
b.
The DL/UL RRC MESSAGE TRANSFER messages would need to allow re-binding towards the proper interface instance, if needed, by indicating New gNB-CU/DU UE F1AP ID‘s.

3.
RRC Connection Resume: With DUs interpreting Msg3 content and I-RNTIs allocated along Annex C in TS 38.300 it should be possible to select the proper interface instance, so no changes needed.

Observation 6:
Initial Registration would need protocol functions to allow, if needed, re-allocation of CU/DU UE F1AP IDs for re-binding the UE associated signalling connection to the proper interface instance, which requires new IEs in UL/DL RRC MESSAGE TRANSFER and UE CONTEXT SETUP REQUEST message. In addition, selected PLMN ID/NR CGI should be provided to the CU in the UL RRC MESSAGE TRANSFER message.

Observation 7:
RRC Connection Re-establishment would need protocol functions to allow, if needed, re-allocation of CU/DU UE F1AP IDs for re-binding the UE associated signalling connection to the proper interface instance, which requires new IEs in UL/DL RRC MESSAGE TRANSFER. X2/Xn do not need any addition, as the RETRIEVE UE CONTEXT RESPONSE message carries already PLMN specific information.

2.3
Supporting multiple TACs for different PLMN IDs for the same Cell-ID

Similar to discussions in section 2.1, there are two possibilities for implementing different TACs per PLMN ID with the same Cell-ID:

1.
Either, replicate the served cell/neighbour cell information per sub-set of PLMNs with different TACs:

	List of Served Cells NR

	Block of N Served Cells Info NR Items from operator A with TAC allocation scheme A

	Block of M Served Cells Info NR Items from operator B with TAC allocation scheme B

	Block of P Served Cells Info NR Items from operator C with TAC allocation scheme C


· There would be no changes necessary in any xAP.

2.
Or introduce additional/enhance IEs in the Served/Neighbour Cells Info IEs.

It would be rather consequent to follow the same approach as in section 2.1, for which we prefer to not introduce any changes to the Served/Neighbour Cell Information related IEs.

Observation 8:
For support of multiple TACs for different PLMN IDs for the same Cell-ID, it is possible to follow the approach for the “single interface” as outlined for Observation 8.

3
Conclusion and Proposals
We looked at the common interface approach for network sharing with multiple Cell-ID broadcast and observed the following :

Observation 1:
Served Cell Information in Xn/X2/F1 AP would not need any changes for a “single interface instance approach (A).

Observation 2:
An alternative approach (B), which retains the logical model, shares signalling transport resources among associated interface instances. Adaptations to xAPs are expected and will need to be further investigated. Note, that a possible TNL solution could foresee to map TNLAs in an PLMN-exclusive way, which would not require any adaptations to the xAPs for common procedures, especially the adaptations layer would not be needed.
Observation 3:
For approach B, an optional Node ID (or any other ID containing or representing a PLMN ID) needs to be added to each interface management message.
Observation 4:
For approach B, initiating UE associated signalling already carry sufficient information to distribute incoming message to the appropriate interface instance. Only Reset (if one regards this as function related to UE associated contexts) needs adaptations for full reset.
Observation 5:
The gNB-DU is able to interpret Msg3 and (unencrypted) Msg5 content.
Observation 6:
Initial Registration would need protocol functions to allow, if needed, re-allocation of CU/DU UE F1AP IDs for re-binding the UE associated signalling connection to the proper interface instance, which requires new IEs in UL/DL RRC MESSAGE TRANSFER and UE CONTEXT SETUP REQUEST message. In addition, selected PLMN ID/NR CGI should be provided to the CU in the UL RRC MESSAGE TRANSFER message.

Observation 7:
RRC Connection Re-establishment would need protocol functions to allow, if needed, re-allocation of CU/DU UE F1AP IDs for re-binding the UE associated signalling connection to the proper interface instance, which requires new IEs in UL/DL RRC MESSAGE TRANSFER. X2/Xn do not need any addition, as the RETRIEVE UE CONTEXT RESPONSE message carries already PLMN specific information.

Conclusion 1:
It is possible to realise the “common interface” approach and retain the logical architecture model by sharing interface signalling transport resources among associated interface instances. 

Proposal 1:
We propose to follow approach (B), i.e. retain the logical architecture model by sharing interface signalling transport resources among associated interface instances and agree on stage 2 CRs as provided in R3-191714/15/16 for TSs 36.300/38.300/37.401 and stage 3 CRs as provided in R3-191804/05/06 for TSs 38.473/36.423/38.423.
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