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1
Introduction

In this contribution we discuss the decision on multiple SCTP association over E1, taken during RAN3#103 and limiting possible implementations. Furthermore, we discuss the clarification needed in E1AP for the usage of the gNB-CU-UP ID in gNB-CU-UP Configuration Update.
2
Discussion

2.1 RAN3#103 decision and CU-UPs sharing the same IP address
In the previous meeting a rather rushed discussion on Friday afternoon was taken to amend “online” the CR in [1], addressing Multiple TNLA over F1 transport. The CR was finally agreed. It was then decided that E1 Transport should be aligned.
In the agreed CR in [2], the following text was added to TS 38.462:

When the configuration with multiple SCTP endpoints per gNB-CU-UP is supported and gNB-CU-UP wants to add additional SCTP endpoints, the gNB-CU-UP Configuration Update procedure shall be the first E1AP procedure triggered on an additional TNLA of an already setup E1 interface instance after the TNL association has become operational, and the gNB-CU-CP shall associate the TNLA to the E1 interface instance using the included gNB-CU-UP ID.
The text above is subject to a very constraining limitation. Namely, the text does not allow proper functioning in scenarios where multiple logical gNB-CU-UPs share the same physical platform and for that share the same IP address used as SCTP end-point. 

In such scenario, if a new SCTP association is needed for one of the gNB-CU-UP, the gNB-CU-CP may not be able to determine to which gNB-CU-UP such SCTP association corresponds to.

Observation 1: The text agreed in [2] prevents scenarios where two logical gNB-CU-UPs share the same IP address
This scenario was also discussed in [3], for virtualized gNB-CU-UPs. Here is a summary of the scenario:
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Figure 1: Deployment with different gNB-CU-UP hosted on the same Virtual Machine

To clarify the deployment described in Figure 1, the following assumptions are made:

- gNB-CU-CP1 is connected to gNB-CU-UP11 (in VM1) and gNB-CU-UP12 (in VM2)

- gNB-CU-CP2 is connected to gNB-CU-UP21 (in VM1) and gNB-CU-UP22 (in VM2)

- gNB-CU-CP3 is connected to gNB-CU-UP31 (in VM1) and gNB-CU-UP32 (in VM2)

- A gNB-CU-UP is connected to only one gNB-CU-CP (e.g. gNB-CU-UP11 in VM1 is connected to gNB-CU-CP1 only)

- One IP address is used per Virtual Machine

- A virtual machine can host dozens of gNB-CU-UPs

In this scenario, using one IP address per gNB-CU-UP is not realistic. Having physical IP addresses per logical node consumes a lot of IP addresses and this is unwanted by many reasons:

-
Number of logical nodes per realization node must be determined in advance. This is not flexible and does not support scaling.

-
Transport network planning (i.e. subnet sizes may be exceeded and require replanning of the ‘whole network’ when adding logical nodes).

-
Most realization nodes have limitation on how many physical IP addresses can be supported (per node, per IP interface, etc).

-
Industry standards (e.g. Open stack, Kubernetes) are focused on keeping low number of exposed IP addresses (normally one per logical transport network/VLAN)

Observation 2: When deploying virtualized gNB-CU-UPs, multiple gNB-CU-UPs sharing the same VM can share the same IP address
Also, another scenario is the case of migration of gNB-CU-UPs. If one gNB-CU-UP is scheduled to have a big update, then it may be possible to define a new parallel gNB-CU-UP with all data from first gNB-CU-UP replicated and then just perform the switch in a seamless way. Again, this solution would result in two logical gNB-CU-UPs sharing the same IP address for SCTP terminations for a certain time.

Observation 3: Maintenance scenarios may need gNB-CU-UPs sharing the same IP address

By looking into the scenarios and the text added in TS 38.462 we believe that the limitation imposed by 3GPP reduces the possibilities to adopt the scenarios described above. A restriction for future development shall not be put forward without any reason. Unless there is absolute certainty that there are no such future deployments, we believe that this unnecessary restriction should be removed. We thus propose to allow a gNB-CU-UP to send the GNB-CU-UP CONFIGURATION UPDATE message including gNB-CU-UP ID also for cases where the gNB-CU-UP is not adding a new SCTP end-point.

Proposal 1: Allow a gNB-CU-UP to send the GNB-CU-UP CONFIGURATION UPDATE message including gNB-CU-UP ID also for cases where the gNB-CU-UP is not adding a new SCTP endpoint
2.2 Clarification for the gNB-CU-UP ID in stage-3
Due to lack of time during RAN3#103, the usage of the gNB-CU-UP ID in gNB-CU-UP Configuration Update was described in stage-2 only. But this should also be described in stage-3 (similar to NGAP and F1AP).
Observation 4: Procedural text for the gNB-CU-UP ID IE in gNB-CU-UP Configuration Update is missing in TS 38.463
Proposal 2: Add procedural text for the gNB-CU-UP ID IE in gNB-CU-UP Configuration Update in TS 38.463
3
Conclusion

In this contribution, we propose to remove the limitations put on gNB-CU-UPs deployment and to clarify the usage of the gNB-CU-UP ID in gNB-CU-UP Configuration Update in stage-3. The following observations and proposals have been discussed:
Observation 1: The text agreed in [2] prevents scenarios where two logical gNB-CU-UPs share the same IP address
Observation 2: When deploying virtualized gNB-CU-UPs, multiple gNB-CU-UPs sharing the same VM can share the same IP address

Observation 3: Maintenance scenarios may need gNB-CU-UPs sharing the same IP address

Observation 4: Procedural text for the gNB-CU-UP ID IE in gNB-CU-UP Configuration Update is missing in TS 38.463

Proposal 1: Allow a gNB-CU-UP to send the GNB-CU-UP CONFIGURATION UPDATE message including gNB-CU-UP ID also for cases where the gNB-CU-UP is not adding a new SCTP end-point
Proposal 2: Add procedural text for the gNB-CU-UP ID IE in gNB-CU-UP Configuration Update in TS 38.463
Proposal 3: Agree corresponding CRs in [4] and [5]
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