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Introduction
In the previous meeting a rather rushed discussion on Friday afternoon was taken to amend “on line” the CR in R3-199164, addressing Multiple TNLA over F1 transport. The CR was finally agreed. However, after a further look, it is possible to detect shortfalls in the agreed text. In the following we discuss ambiguities in the agreed CR and possible ways to remedy them.
Discussion
[bookmark: _Hlk509769073]In R3-191164 the following was added in TS 38.472:
When the configuration with multiple SCTP endpoints per gNB-DU is supported and gNB-DU wants to add additional SCTP endpoints, the gNB-DU Configuration Update procedure shall be the first F1AP procedure triggered on an additional TNLA of an already setup F1-C interface instance after the TNL association has become operational, and the gNB-CU shall associate the TNLA to the F1-C interface instance using the included gNB-DU ID.

The text above is subject to a very constraining limitation. Namely, the text does not allow proper functioning in scenarios where multiple logical gNB-DUs, connected to the same gNB-CU, share the same physical platform and for that share the same IP address used as SCTP termination point. 
In such scenario, if a new SCTP association is needed for one of the gNB-DUs, the gNB-CU may not be able to determine to which gNB-DU such SCTP association corresponds to.

Conclusion1: 	The text agreed in R3-199164 prevents scenarios where two logical gNB-DUs share the same IP address towards the same gNB-CU  

Below we will look into the possible scenario where multiple logical gNB-DUs are using the same SCTP termination and are establishing new SCTP association. So, we focus on the case of having 2 gNB-DUs using the same IP address connected to the same gNB-CU.
Examples where this can happen are the following:
First the case of two operators sharing the same RBS Equipment (e.g. radios and baseband boards). It is known that a gNB-DU cell can support multiple N-CGIs. That allows two sharing operators to create two logical gNBs within the same physical DU. The latter is achieved by having different gNB-IDs per N-CGI. If operators also share the gNB-CU, there is a use case where a physical DU may use a single IP address as SCTP termination for SCTP connections towards a single gNB-CU. 
Observation 1: 	There are RAN sharing use cases where different logical gNB-DUs can use a single IP address and connect to the same gNB-CU.
It is also possible for an operator to divide an RBS site into smaller independent execution units (e.g. instead of having a gNB-DU with 256 sectors, make 4 gNB-DUs with 64 sectors each). This in turn generates a use case where multiple logical gNB-DUs are hosted by the same physical DU. As before, all the logical gNB-DUs may use a single IP address.
Note that a gNB-DU can have up to 512 cells, which is a rather large number. It is therefore possible that, for easier troubleshooting and fault management, multiple logical gNB-DUs are derived out of one physical DU. 
Also, another scenario is the case of migration of gNB-DUs. If one gNB-DU is scheduled to have a big update, e.g. change PLMN, then it may be possible to define a new parallel gNB-DU with all data from first gNB-DU replicated and then just perform the switch in a seamless way. Again, this solution would result in two logical gNB-DUs sharing the same IP address for SCTP terminations for a certain time.
By looking into the use case scenarios and the text added in TS 38.472 we believe that the limitation imposed by 3GPP reduces the possibilities to adopt the scenarios described above. It is obvious that a restriction for future development is put forward without any reason. Unless there is absolute certainty that there are no such future deployments, we believe that this unnecessary restriction should be removed. We thus propose to enable a gNB-DU to send the GNB-DU CONFIGURATION UPDATE message including gNB-DU ID also for cases where the gNB-DU is not adding a new SCTP termination point.

Proposal 1: 	Enable a gNB-DU to send the GNB-DU CONFIGURATION UPDATE message including gNB-DU ID also for cases where the gNB-DU is not adding a new SCTP termination point.

    
Conclusion
[bookmark: _In-sequence_SDU_delivery]In this contribution, we discussed ambiguities in the agreed CR about Multiple TNLA over F1 transport in R3-199164 and derived the following 

Conclusion1: 	The text agreed in R3-199164 prevents scenarios where two logical gNB-DUs share the same IP address towards the same gNB-CU  

Observation 1: 	There are RAN sharing use cases where different logical gNB-DUs can use a single IP address and connect to the same gNB-CU.

Proposal 1: 	Enable a gNB-DU to send the GNB-DU CONFIGURATION UPDATE message including gNB-DU ID also for cases where the gNB-DU is not adding a new SCTP termination point.
A CR reflecting proposal 1 is available in R3-191709
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